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ABSTRACT
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1. Introduction

Subgame perfection is the most important solution concept for stochastic games. Among the major challenges in analyzing such equilibria is their multiplicity. This paper provides results to tackle this issue. Most importantly, I derive a fixed-point equation for the equilibrium payoff correspondence, i.e., the set-valued mapping from initial states to players’ equilibrium payoffs. It is assumed that there are finitely many states, players have perfect monitoring, and they use discounted payoffs as the evaluation criterion of strategies.

The characterization of the equilibrium payoff correspondence builds upon extremal penal codes, which are composed of induced equilibrium policies that lead to the players’ smallest equilibrium payoffs. A policy is called an induced equilibrium policy if it describes play of the game when the players’ follow subgame perfect equilibrium strategies. The extremal penal codes, on the other hand, represent the most severe threats for deviating players.

When deviations from an induced equilibrium policy lead to punishments determined by the extremal penal code, then no player has an incentive to deviate. More specifically, a necessary and sufficient condition for a policy to be an equilibrium outcome is that the simple strategy in which the policy is supported with an extremal penal code is subgame perfect. Simple strategies and penal codes were originally introduced by Abreu [1, 2] for repeated games. Kitti [16, 17] has recently defined stationary and Markov penal codes in dynamic games with perfect monitoring, i.e., in games where players observe each others’ actions and the random disturbances affecting the payoffs and state transitions.

If we are given a profile of players’ actions at a given state together with a continuation value function that determines the player’s future payoffs, we can test whether this pair of action profiles and continuation values could represent an equilibrium outcome. Namely, if all players prefer the action profile and the given payoff function for deviating and receiving their least equilibrium payoffs, then we could expect the pair to represent equilibrium behavior. By utilizing this idea of incentive compatibility we can define an operator for payoff correspondences that gives us the discounted payoffs corresponding to those action profiles and continuation functions that players prefer to deviations. It is shown that the equilibrium payoff correspondence is the largest fixed-point of this operator with respect to set-inclusion.

The result for the equilibrium payoff correspondence is analogous to those obtained for repeated games, see [3, 4] for the case of imperfect monitoring, and [13] for the case of perfect monitoring. In the dynamic game setup the set-valued approach has been used in analyzing a deterministic dynamic game of greenhouse gas emissions [14]. Kitti [17] has recently provided a
fixed-point characterization for equilibrium payoffs of stochastic games that correspond to conditional Markov strategies.

The fixed-point result for the equilibrium payoff correspondence can be used for computational purposes. In this paper it is shown that the equilibrium payoff correspondence can be found by using a set-valued fixed-point iteration. For repeated games related iterations have been studied in [12] and [15], and for correlated strategies in deterministic dynamic games in [23]. In the framework of stochastic games, Mertens and Parthasarathy [19, 20] show the existence of equilibria by iterating a particular payoff correspondence. However, their iteration is different from the one analyzed in this paper.

The paper is structured as follows. The model and the main assumptions are presented in Section 2. Simple strategies and extremal penal codes are introduced in Section 3. The characterization of equilibrium payoff correspondence is presented in Section 4. Convergence of the fixed-point iteration is analyzed in Section 5. In this paper the main attention will be on pure strategies. Extension to the case of behavior strategies is, however, discussed in Section 6 for games with finitely many actions and states.

2. The Model

There are \( n \) players indexed with \( i \in I = \{1, \ldots, n\} \). The players’ available actions at state \( x \in X \) are \( Y_i(x), i \in I \). It is assumed that \( X \) is a finite set. The correspondence of feasible action profiles is denoted as

\[
Y(x) = Y_1(x) \times \cdots \times Y_n(x), \quad Y = \cup_{x \in X} Y(x).
\]

The state evolves according to a dynamic system

\[
x^{k+1} = f(y^k, x^k, z^k), \quad k = 0, 1, \ldots,
\]

where \( f \) is a function from \( Y \times X \times Z \) into the set of states \( X \). Here \( Z \) is a finite set of random disturbances affecting the evolution of the state and the players’ payoffs. The players choose their actions simultaneously after which the disturbance is realized and the state transition takes place. The random disturbances are identically distributed with probabilities \( \text{Prob}(z|y, x), z \in Z \).

The per-period payoffs are determined by functions \( u_i : Y \times X \times Z \mapsto \mathbb{R}, i \in I \). It is assumed that the payoff sets

\[
\{(u_1(y, x, z), \ldots, u_n(y, x, z)) \in \mathbb{R}^n : y \in Y(x)\}
\]

are compact for all \( x \in X \) and \( z \in Z \). The players observe perfectly each others’ actions and the disturbances, and hence the states. Note that, the
states are fully determined from the dynamic system governing the state transitions when the initial state, and the past actions and disturbances are known.

The duration of the game is infinite. A history in stage $k$ is denoted as $h^k$ and it is defined recursively as follows: $h^0 = x^0 \in X$, and for $k \geq 1$ the history is $h^k = h^{k-1} \cup \{y^{k-1}, z^{k-1}\}$. The set of all possible histories in stage $k$ for any initial state is denoted as $H^k$ and the set of all histories is $H$. Moreover, $x(h^k)$ is the state that has been reached after the history $h^k \in H^k$.

A strategy for player $i$ is a sequence of functions $(\sigma^0_i, \sigma^1_i, \ldots)$ where $\sigma^k_i$ maps any $h^k \in H^k$ into $Y_i(x(h^k))$. A strategy profile is denoted as $\sigma = (\sigma_i, \ldots, \sigma_n)$ and, as usual, $\sigma_{-i}$ is the collection of strategies of other players than player $i$. In this paper the attention is on pure strategies. However, all the concepts generalize directly to behavior strategies, when strategies are defined as mappings into distributions over $Y_i(x)$. This will be discussed in Section 6.

Each player $i$ chooses a strategy $\sigma_i$ which maximize the expected discounted payoff

$$
\lim_{m \to \infty} \mathbb{E} \left[ \sum_{k=0}^{m} \delta^k_i u_i \left( (\sigma^k_i(h^k), \sigma^{k-1}_i(h^k)), x(h^k), z^k \right) \right],
$$

where $\delta_i \in (0, 1)$ is the discount factor and the expectation is over disturbance sequences $z^0, z^1, \ldots$. Note that the above objective function is well-defined and finite because $X$ and $Z$ are finite, and payoff sets are compact.

When the players follow $\sigma$, the expected payoff for player $i$ after $k$-period history $h^k$ is

$$
U_i \left( \sigma, h^k \right) = \lim_{m \to \infty} \mathbb{E} \left[ \sum_{j=0}^{m} \delta^j_i u_i \left( (\sigma^{k+j}(h^{k+j}), x(h^{k+j}), z^{k+j}) \right) \right].
$$

Subgame perfection is defined in the usual manner.

**Definition 1.** Strategy profile $\sigma$ is a subgame perfect equilibrium (SPE) if for all $i \in I$ it holds that

$$
U_i \left( \sigma, h \right) \geq U_i \left( (\sigma'_i, \sigma_{-i}), h \right)
$$

for all strategies $\sigma'_i$ of player $i$, and histories $h \in H$.

When players follow a given strategy $\sigma$, the expected future payoffs implied by the strategy at any stage for an action profile $y \in Y(x(h^k))$, are called continuation payoffs of the strategy. Hence, if players take an action
profile $y$ at stage $k$ for the initial history $h^k \in H^k$, the payoff for player $i$ is 
$\mathbb{E}_z [u_i(y, x(h^k), z) + \delta_i v_i(f(y, x, z))]$, where $v_i$ is player $i$'s continuation payoff function, i.e., $v_i(x)$ is the payoff corresponding to $\sigma^{k+1}(h^k \cup \{y, z\})$ for initial state $x$. The vector valued functions $v = (v_1, \ldots, v_n)$ will be also called continuation payoff functions. It is worth observing that the continuation payoffs corresponding to a strategy profile are defined only for states that can be reached. For instance, if there is an absorbing state $x^0 \in X$, the continuation payoff function of $\sigma$ after $h^k$ with $x(h^k) = x^0$ need not be defined for other states than $x^0$.

In the rest of the paper, $\Sigma$ denotes the set of subgame perfect equilibrium strategies. The correspondence $V$ will denote the subgame perfect equilibrium payoffs for all initial states. To be specific, the value of the equilibrium payoff correspondence $V$ at $x \in X$ is

$$V(x) = \{U(\sigma, x) \in \mathbb{R}^n : \sigma \text{ is an SPE when } x^0 = x\}.$$  

3. Simple Strategies

In this section the purpose is to provide necessary and sufficient conditions for behavior induced by equilibrium strategies. It will be observed that equilibrium behavior is determined by policies, which will be called induced equilibrium policies. The main result of this section is that a policy is an induced equilibrium policy if and only if it is supported by the threat of reverting to the induced equilibrium policy which leads to the smallest equilibrium payoff for the deviator. This result builds upon the concepts of simple strategy and penal code, which will be defined in the spirit of Abreu [1, 2].

3.1. Induced Equilibrium Policies

As long as players follow their strategies for a given initial history, they are said to follow a policy induced by the strategy and the initial history. For example, if the initial state is $x^0 \in X$, the strategy profile gives the action profile $y^0 = \sigma^0(x^0)$ in the first period. In the next period the action profile $\sigma^1(x^0, y^0, z^0)$ is played according to the strategy profile $\sigma$, and so on for $\sigma^k$, $k \geq 2$. We can observe that as long as all players follow $\sigma$ the actions will depend on the past history of disturbances, the initial state, and actions taken in the first period.

Let us now assume that a history $h \in H^j$ has realized, and during this history some of the players has made a unilateral deviation. Then according to $\sigma$ the players take actions $y^j = \sigma^j(h)$ in period $j$, and after that the actions are $\sigma^{j+1}(h, y^j, z^j)$, $\sigma^{j+2}(h, \sigma^{j+1}(h, y^j, z^j), z^{j+1})$, . . . . As a result, the
equilibrium play after the initial history $h \in H^j$ is a sequence of the form $y^0, \nu^1(z^0; h, y^0), \nu^2(z^1; h, y^0), \ldots$. Observe that from period $j$ onwards the initial history $h$, which determines the first action profile $y^0$, is fixed. The future actions can depend on the realized $h$, but when viewed from period $j$ onwards, the action profiles in any period $j + k$, $k \geq 1$, are just functions from disturbance sequences from periods $j$ to $j + k - 1$ into feasible actions, i.e., $\nu^k(\cdot; h, y^0)$ maps sequences of $Z^k$ into feasible action profiles.

A sequence $y^0, \nu^1, \nu^2, \ldots$ corresponding to the strategy profile $\sigma$ and a given initial history $h$ is called an induced policy of $\sigma$ after $h \in H^j$, $j \in \{0, 1, \ldots\}$. As argued above, when viewed from period $j$ onwards and assuming that no-one deviates from $\sigma$, the players’ actions will only depend on the stage of the game and the sequence of past disturbances from period $j$ onwards. The dependence on the history of players’ actions becomes relevant only when some of them deviates from the ongoing policy. After a deviation the play of the game will follow an induced policy chosen according to the past history of actions and disturbances.

In the following a policy will refer to a sequence $\mu^0, \mu^1, \mu^2, \ldots$, where $\mu^j$ maps elements of $X \times Z^j$ into feasible action profiles. Observe that an induced policy of $\sigma$ for $h$, as described above, i.e., a sequence of the form $y^0, \nu^1, \nu^2, \ldots$, is not a policy of this kind. However, it will be more convenient to use the notion of policy in the common sense of dynamic programming literature, see, e.g., [10].

The set of policies will be denoted as $\Pi$. Let us now define the induced equilibrium policies such that they become policies in the above sense.

**Definition 2.** A policy $\pi \in \Pi$ is an induced equilibrium policy if for any $x \in X$ there are $\sigma \in \Sigma$, $k \geq 0$, and $h \in H^k$ with $x(h) = x$, such that the induced policy of $\sigma$ for $h$ gives the same action profiles as $\pi$ after all disturbance sequences.

In practice, an induced equilibrium policy is obtained by choosing a different induced policy of the equilibrium strategy $\sigma$ for $h$ corresponding to any initial state. For instance, let us assume that there are two states, $x^1$ and $x^2$, and $\sigma$ induces $y^1, \nu^1(z^0; h^1, y^1), \ldots$ after $h^1$ with $x(h^1) = x^1$, and $y^2, \nu^1(z^0; h^2, y^2), \ldots$ after $h^2$ with $x(h^2) = x^2$. Then the sequence $\mu^0, \mu^1, \ldots$ with $\mu^0(x^i) = y^i$ and $\mu^k(x^i, \cdot) = \nu^k(\cdot; h^i, y^i)$, $i = 1, 2$, $k \geq 1$, is an induced equilibrium policy.

---

1 Usually, a policy is a sequence of mappings from histories of states into feasible actions. Except for the initial state, the history of states is replaced with the history of disturbances.
3.2. Equilibria in Simple Strategies

Before defining simple strategies we need some notations. The length $k$ histories obtained when $\pi$ is followed is denoted as $H^k(\pi)$. The set $H^k(\pi)(x)$ denotes the histories obtained by following $\pi$ beginning from the initial state $x \in X$. The set $\text{ind}(\Sigma) \subseteq \Pi$ contains the induced equilibrium policies.

A simple strategy is composed of a set of a policy that the players follow until some of them makes a unilateral deviation, and policies that are followed after such deviations. After deviations players start to follow new policies corresponding to the deviator. Simultaneous deviations can be ignored as irrelevant because we are dealing with non-cooperative equilibria. The simple strategies of repeated games [1, 2] and the stationary and Markovian simple strategies [16, 17] are specific cases of the general simple strategies considered in this paper. In repeated games policies are simply paths of action profiles. Equilibrium paths of such games have been recently analyzed by Berg and Kitti [8, 7, 9] who utilize extremal punishments which will also play an important role in this paper.

**Definition 3.** A strategy profile is simple if

1. there is an initial policy $\pi^0 \in \Pi$ that the players follow until some of them deviates unilaterally,
2. when player $i$ is the last who has unilaterally deviated from the ongoing policy, the players start to follow the policy $\pi^i \in \Pi$. Any subsequent unilateral deviations lead to $\pi^i$ corresponding to the deviator $i \in I$.

The composition of policies $p = \{\pi^1, \ldots, \pi^n\}$ is called a penal code. The simple strategy composed of a policy $\pi^0$ and a penal code $p$ is denoted as $\sigma(\pi^0, p)$.

In the following $v(\pi)(x)$ denotes the vector of players’ expected payoffs when they start to follow the policy $\pi \in \Pi$ from the initial state $x$. We shall be interested in the penal codes which lead to players’ smallest equilibrium payoffs. These payoffs will be denoted as $v_i^-(x; V) = \inf\{v_i : v \in V(x)\}$, $i \in I$, $x \in X$. The set of players’ continuation payoff functions that are obtained by selecting the components from $V(x)$ for all $x \in X$, is denoted as $F(V)$. Moreover, $F_i(V)$ denotes the corresponding payoffs for player $i$. In particular, it will be shown that $v_i^-(\cdot; V) \in F_i(V)$, $i \in I$.

**Definition 4.** The penal code $p = \{\pi^1, \ldots, \pi^n\}$ is an equilibrium if $\sigma(\pi^i, p) \in \Sigma$ for all $i \in I$. The penal code is extremal if it is an equilibrium and $v_i(\pi^i)(x) = v_i^-(x; V)$ for all $x \in X$. 
As shown below, there are extremal penal codes. The result follows from the one-shot deviation principle [11], which says that it is optimal to follow a given strategy if and only if there are no profitable one-shot deviations from it at any stage. The reason why extremal penal codes are important is that they support all equilibrium policies. More specifically, a necessary and sufficient condition for $\pi \in \Pi$ to be an induced equilibrium policy is that the simple strategy $\sigma(\pi, p^*)$ is an SPE.

**Proposition 1.** The following results hold.

1. An extremal penal code $p^*$ exists when $V(x) \neq \emptyset$ for all $x \in X$.
2. $\pi \in ind(\Sigma)$ if and only if $\sigma(\pi, p^*) \in \Sigma$.
3. $V$ is compact valued.

**Proof.** Let us begin by showing that extremal penal code exists when there are subgame perfect equilibria. Let us pick a sequence $\{v^j\}_{j \in F(V)}$ converging to $v$ with $v_i(x) = v_i^-(x; V)$ for all $x \in X$ and some $i \in I$. Note that the finiteness of $X$ implies that $F(V)$ is a finite dimensional set, and hence the convergence can be regarded in the usual Euclidean metric. First, for any $j$ there is $\pi_j$ such that $v(\pi_j)(x) = v^j(x)$, $x \in X$. Moreover, it holds that

$$v^j_i(x) = \sum_{k=0}^{\infty} \delta^k \sum_{h^k \in H^k(\pi^j)(x)} \bar{u}_i(\pi^{k,j}(h^k), x^k) \text{Prob}(h^k | \pi, x^0 = x),$$

where $\bar{u}_i(y, x) = \sum_{z \in Z} \text{Prob}(z | y, x)u_i(y, x, z)$, and $\pi^{k,j}(h^k)$ is the action profile prescribed by the policy $\pi^j$ in stage $k$ after history $h^k \in H^k$. Because $H^k(\pi^j)(x)$ is finite for any $k \geq 0$, $x \in X$, and payoff sets are compact, we can use the diagonalization argument to construct a convergent subsequence such that $\bar{u}_i(\pi^{k,j}(h^k), x^k)$ and $\text{Prob}(h^k | \pi, x^0 = x)$ converge for all $i \in I$, $x \in X$. It follows that there is also a limit policy $\pi^i \in \Pi$ yielding the payoffs $v_i$. Repeating the argument for all players we obtain $\pi^i$, $i \in I$.

Because $v^j$ in the above deduction corresponds to an SPE strategy, one-shot deviation principle implies that none of the players wants to make any deviations from $\pi^j$ at any stage given the continuation payoffs of the strategy. The latter are at least $v_i^-(x; V)$, $x \in X$. Hence there are no profitable one-shot deviations from $\pi^j$ when the punishment payoffs for deviations are given by $v_i^-(\cdot; V)$, $i \in I$. Consequently, there are no profitable one shot deviations from $\pi^i$, $i \in I$, obtained in the limit. Hence, the penal code composed of $\pi^1, \ldots, \pi^n$ is an equilibrium, i.e., an extremal penal code exists.

The second result follows directly from the one-shot deviation principle and the fact that there are extremal penal codes. Namely, if we pick an induced equilibrium policy $\pi$, there are no profitable one shot deviations
from it at any stage given the players’ continuation payoffs corresponding to
the deviations. The latter are at least \( v_i^- (\cdot; V), i \in I \). Hence, there cannot
be profitable one shot deviations when the players’ continuation payoffs of
the strategy are replaced with \( v_i^- (\cdot; V), i \in I \). Because \( \sigma(\pi, p) \) is an SPE if
and only if there are no profitable one-shot deviations at any stage, we get
the result.

Let us next consider the last part of the proposition: the compactness of
\( V(x) \) for all \( x \in X \). Similarly as for \( v_i^- (\cdot; V), i \in I \), we can construct a policy
\( \pi \in \Pi \) giving any limit payoff of convergent sequences of \( F(V) \). Again, there
are no profitable one shot deviations from these policies when the punish-
ment payoffs are \( v_i^- \). Hence, we get \( \sigma(\pi, p^*) \in \Sigma \) and the third result follows.

3.3. Example: Two-State Prisoners’ Dilemma

This example presents a penal code in a dynamic game where the stage
games are prisoners’ dilemmas. A deterministic variation of the game has
been discussed by Kitti [16]. There are two players and two states \( x_1 \) and \( x_2 \),
\( W = X \), and

\[
Y_1(x_1) = Y_1(x_2) = \{a_1, a_2\}, \quad Y_2(x_1) = Y_2(x_2) = \{b_1, b_2\}.
\]

The state transition is \( f(y, x, w) = w \). At state \( x_1 \) the transition probabilities
are \( \text{Prob}(w = x_1|(a_i, b_j), x_1) = 1 \) when either \( i \neq 2 \) or \( j \neq 2 \), and

\( \text{Prob}(w = x_1|(a_2, b_2), x_1) = \text{Prob}(w = x_2|(a_2, b_2), x_1) = 1/2. \)

At state \( x_2 \) the probabilities are \( \text{Prob}(w = x_1|(a_i, b_j), x_2) = 1/2 \) when either
\( i \neq 2 \) or \( j \neq 2 \), and \( \text{Prob}(w = x_2|(a_2, b_2), x_2) = 1. \) The payoffs are as below
where * signifies the action profiles from which transition to the other state
is possible. Observe that the stage games are variations of the prisoners’
dilemma game.

<table>
<thead>
<tr>
<th></th>
<th>( a_1 )</th>
<th>( a_2 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( b_1 )</td>
<td>(4,4)</td>
<td>(5,0)</td>
</tr>
<tr>
<td>( b_2 )</td>
<td>(0, 5)</td>
<td>(1,1)*</td>
</tr>
</tbody>
</table>

\[
\begin{array}{ccc}
\begin{array}{ll}
    a_1 & (0,0)^* & (-4,1)^* \\
    a_2 & (1,-4)^* & (-3,-3) \\
\end{array}
\end{array}
\]

The penal code \( p^* \) is composed of the following policies \( \pi^i \), for \( i \in I \).
Corresponding to the first player, the row player, \( \pi^1 \) is the policy profile in
which \( (a_1, b_2) \) is played in every period in both states, and for the second
player \( \pi^2 \) is the policy profile in which \( (a_2, b_1) \) is played in both states. It can
be seen that there is no incentive to deviate from \( \sigma(\pi^i, p^*) \) when \( \delta \geq 2/5 \), i.e.,
is an equilibrium penal code. These policies form an extremal penal code because they lead to min-max payoffs, i.e., players’ security levels which are

\[
v_i(\pi^i)(x) = \begin{cases} 
0, & x = x_1 \\
-8/(2 - \delta), & x = x_2.
\end{cases}
\]

If we take a common discount factor \( \delta < 2/5 \), then the extremal penal code is given by the policy \( \hat{\pi} = \hat{\pi}_1 = \hat{\pi}_2 \) in which the action profile is \((a_2, b_2)\) is played in both states. For \( \delta > 2/5 \) this penal code is not an equilibrium, because the players prefer deviating from it in both states.

As an example of an induced equilibrium policy let us consider the non-stationary Markov policy \( \pi \) in which \( \mu^k(x_2) = (a_1, b_1) \) for all \( k \geq 0 \), and \( \mu^k(x_1) = (a_1, b_2) \) for odd \( k \) and \( \mu^k(x_1) = (a_2, b_1) \) for even \( k \). The first player’s expected payoffs at stage \( k \) are

\[
v^k_1(\pi)(x_1) = \begin{cases} 
5/(1 - \delta^2), & k \text{ even,} \\
5\delta/(1 - \delta^2), & k \text{ odd,}
\end{cases}
\]

and

\[
v^k_1(\pi)(x_2) = \begin{cases} 
5\delta^2/[(2 - \delta)(1 - \delta^2)], & k \text{ even} \\
5\delta/[(2 - \delta)(1 - \delta^2)], & k \text{ odd.}
\end{cases}
\]

When deviations lead to \( \pi_1 \), the first player has no incentive to deviate from \( \pi \). By symmetry the second player has no incentive to deviate either. Hence, for \( \delta \geq 2/5 \) the simple strategy \( \sigma(\pi, p^*) \) is an equilibrium.

4. Characterization of the Equilibrium Payoff Correspondence

4.1. The Fixed-Point Operator

Let \( W \) be a correspondence from \( X \) to \( \mathbb{R}^n \), i.e., \( W(x) \) is a subset of \( \mathbb{R}^n \) for all \( x \in X \). Moreover, \( F(W) \) denotes the functions obtained by selecting the elements from \( W \), i.e., \( v \in F(W) \) means that \( v(x) \in W(x) \) for all \( x \in X \). These functions will be used as continuation payoffs. The set \( F_i(W) \) refers to player \( i \)’s continuation payoff functions obtained from \( W \). To shorten the notation let us denote

\[
T_i(y, x, v_i) = \mathbb{E}_z \left[u_i(y, x, z) + \delta_i v_i(f(y, x, z))\right],
\]

where \( v_i \in F_i(W), i \in I \). Moreover, \( T(y, x, v) \) will denote the vector with these components for \( v = (v_1, \ldots, v_n) \in F(W) \). Note that, when we take \( y \) and \( x \), the continuation payoff function \( v \) in \( T \) needs to be defined for all states that can be reached from the state \( x \) by taking the action profile
When considering one-shot deviations, the punishment payoffs should be defined for all possible states that can be reached after such deviations. With a slight abuse of notation, the continuation payoff function $v \in F(W)$ in $T$ denotes a function that is defined for all relevant states in question.

We say that an action profile is incentive compatible for given continuation payoff function and punishment payoffs followed by unilateral deviations, if there are no profitable one-shot deviations. As usual, $y_{-i}$ denotes the actions taken by the other players than player $i$.

**Definition 5.** An action profile $y \in Y(x)$ is incentive compatible at $x \in X$ for a continuation payoff function $v \in F(W)$ and punishment payoffs $\tilde{v}_i \in F_i(W)$, $i \in I$, if

$$T_i(y, x, v_i) \geq \max_{y'_{-i} \in Y_{-i}(x)} T((y'_{-i}, x_{-i}), x, \tilde{v}_i)$$

for all $i \in I$.

In the following we shall utilize the extremal punishment payoffs of $W$, i.e., $v_i^-(x; W) = \inf\{v_i(x); v(x) \in W(x)\}$. If unilateral deviations are followed by the extremal punishments payoffs, we get all action profiles and continuation payoffs that lead to incentive compatibility for some punishment payoffs.

**Remark 1.** If $y \in Y(x)$ is incentive compatible at $x \in X$ for $v \in F(W)$ and $\tilde{v}_i \in F(W)$, $i \in I$, then $y$ is incentive compatible at $x$ for $v$ and $v_i^-(\cdot; W) \in F_i(W)$, $i \in I$.

In the following the set $IC(y, x, W)$ denotes continuation payoffs $v \in F(W)$ for which $y \in Y(x)$ is incentive compatible at $x$ when the punishment payoffs are given by $v_i^-(x; W)$ for all $x \in X$, $i \in I$. It follows from Remark 1 that $IC(y, x, W)$ contains all continuation payoffs functions for which $y$ is incentive compatible at $x$ for some punishment payoffs. At state $x$ the correspondence $W$ generates a set of payoffs that are obtained with incentive compatible action profiles and the corresponding continuation payoffs. These generated payoffs at $x$ are

$$B(W)(x) = \{T(y, x, v) : y \in Y(x), v \in IC(y, x, W)\}.$$

Before going into the main result for $V$ let us make some observations on the properties of operator $B$. First, it is monotone in the sense that if $W^1 \subseteq W^2$, i.e., $W^1(x) \subseteq W^2(x)$ for all $x \in X$, then $B(W^1) \subseteq B(W^2)$. Another property is that $B$ preserves compactness, i.e., $B(W)(x)$ is compact for all $x \in X$, when $W$ is compact valued. These properties will play an important role in showing that $V$ can be found by using the fixed-point iteration.

**Lemma 1.** The operator $B$ has the following properties.
1. If $W^1 \subseteq W^2$ then $B(W^1) \subseteq B(W^2)$.
2. If $W$ is compact valued, then $B(W)$ is compact valued.

Proof. The first result is obvious. Let us show the compactness. Recall that stage game payoffs belong to compact sets, and $F(W)$ is compact. The latter follows from the compactness of $W(x)$ for all $x \in X$ and finiteness of $X$. If we pick a convergent sequence of payoffs in $B(W)(x)$, it then follows that there is a convergent subsequence $\{v^i(x)\}_{i \in I}$ with the following properties. First,

$$v^i_j(x) = \mathbb{E}_z \left[ u_i \left( y^j, x, z \right) + \delta_i \tilde{v}^j \left( f \left( y^j, x, z \right) \right) \right], \quad i \in I,$$

where $\tilde{v}^j \in IC(y, x, W)$ for all $j \geq 0$. Second, $u(y^j, x, z), x \in X, z \in Z$, and $\tilde{v}^j$ converge as $j \to \infty$. Corresponding to the limit there is $y \in Y(x)$ such that $\lim_{j \to \infty} \tilde{v}^j \in IC(y, x, W)$. Note that incentive compatibility holds in the limit. Thus, $B(W)(x), x \in X$, are compact.

4.2. Fixed-Point Equation for the Equilibrium Payoff Correspondence

The following result is analogous to self-generation for repeated games [4, 13]. Proposition 2 below says that if $W$ generates itself at all states, i.e., $W(x) \subseteq B(W)(x)$ for all $x$, then the generated set $B(W)(x)$ is a subset of SPE payoffs. This result will be referred to as self-generation.

**Proposition 2.** Let $W$ be compact-valued correspondence such that $W(x) \neq \emptyset$ for all $x \in X$. Then $W(x) \subseteq B(W)(x)$ for all $x$ implies $B(W)(x) \subseteq V(x)$ for all $x$.

Proof. The proof proceeds as follows. We construct a policy corresponding to $v^0 \in F(W)$, then policies corresponding to extremal payoffs $v_i(\cdot; V), i \in I$. This leads to a simple strategy. Finally we argue that the resulting simple strategy is an SPE.

Let us take $v^0 \in F(W)$. It follows from the assumption that for any $x^0 \in X$ we have $v^0(x^0) \in B(W)(x^0)$. Consequently, there are $y^0 \in Y(x^0)$ and $v^1 \in IC(y, x^0, W)$ such that $v^0(x^0) = T(y^0, x^0, v^1)$. Let us set $\mu^0(x^0) = y^0$ and repeat the argument for all initial points to get $\mu^0(x) \in Y(x)$ for all $x \in X$. Let us take any $x^0 \in X$ and $h^1 \in H^1(x^0)$, where $y^0 = \mu^0(x^0)$ is played, i.e., $h^1 = x^0 \cup \{y^0, z^0\}$. Because $v^1(x(h^1)) \in W(x(h^1))$, the assumption of the proposition implies that $v^1(x(h^1)) \in B(W)(x(h^1))$. We can now construct $\mu^1(x^0, z^0)$ similarly as we obtained $\mu^0$. By repeating the argument at all stages we get a policy $\pi \in \Pi$ that the players follow as long as none of them deviates, i.e., an induced equilibrium policy.

Let us pick any $h^k \in H^k(\pi)$. Let $v^k(\pi)(x)$ denote the expected payoff when the players start to follow $\pi = (\mu^0, \mu^1, \ldots) \in \Pi$ from state $x \in X$ at
Proposition 3. The place of the value function and off-the-self-generation (Proposition 2), Proposition 1, and Lemma 1. This result is analogous to the Bellman equation [6] in dynamic programming; where there are no deviations at stage k, we get

\[ v_i^k(h^k) = v_i^k(h^k) = \delta_i E \left[ v_i^{k+1} \left( h^{k+1} \right) \right] \]

for all i \in I. The expectation is over states conditional on the action profile given by \( \pi \). By repeating the same deduction m times we get

\[ v_i^k(h^k) = v_i^k(h^k) = \delta_i E \left[ v_i^{k+m}(h^{k+m}) \right] \]

for i \in I, when the players have followed \( \pi \). The payoffs \( v_i^{k+m}(h^{k+m}) \) and \( v_i(\pi)(h^{k+m}) \), i \in I, are bounded because the stage-game payoffs \( u_i, i \in I \), are bounded. It follows that

\[ \delta_i^m v_i^{k+m}(h^{k+m}) - v_i(\pi)(h^{k+m}) \to 0 \text{ when } m \to \infty. \]

Hence, \( v_i^k(\pi)(h^{k+m}) = v_i^k(h^{k+m}) \) for all k \geq 0 and \( h^k \in H^k(\pi) \). In particular, it holds that \( v_i(\pi)(x) = v_i^0(\pi)(x) = v_i^0(x) \) for all \( x \in X \) and \( i \in I \).

The above construction can be made especially for \( v_i(\pi; W) \in F_i(W), i \in I \). Note that, \( v_i(\pi; W), i \in I \) are attained because W is compact valued. This follows from the arguments used in the proof of Proposition 1. Hence, we get policies \( \pi^1, \ldots, \pi^n \) corresponding to the extremal payoffs of \( W \). Let p denote the resulting penal code. The penal code is an equilibrium because there are no profitable one shot deviations when the punishment payoffs are \( v_i^0(\pi; W), i \in I \). By the incentive compatibility of \( \pi \) for the punishment payoffs given by \( p \), there are no profitable one shot deviations from \( \pi \) either. Hence, by the one-shot deviation principle it holds that \( \sigma(\pi, p) \in \Sigma. \)

The following proposition states the main result of the paper; SPE payoffs are characterized by a fixed-point of \( B \). The result follows from the self-generation (Proposition 2), Proposition 1, and Lemma 1. This result is analogous to the Bellman equation [6] in dynamic programming; \( V \) takes the place of the value function and \( B \) corresponds to the Bellman operator.

**Proposition 3.** \( V \) is the largest correspondence in set-inclusion that satisfies \( V(x) = B(V)(x) \) for all x.

**Proof.** By Proposition 2 it is enough to show that \( V(x) \subseteq B(V)(x) \) for all x. Take an arbitrary \( x \in X \) and \( v_i^0(x) \in V(x) \). Then there is \( \pi = (\mu^0, \mu^1, \ldots) \in \text{ind}(\Sigma) \) such that \( v(\pi)(x^0) = v_i^0(x) = T(\mu^0(x), x, v_i^0(\pi)) \). By Proposition 1 it
holds that \( \sigma(\pi, p^*) \in \Sigma \), which means that \( v^1(\pi) \in IC(\mu^0(x, x, V)) \). Hence, \( v^0(x) \in B(V)(x) \) and consequently \( V(x) \subseteq B(V)(x) \). The monotonicity of \( B \) (Lemma 1) implies that \( V \) is the largest fixed-point of \( B \) in terms of set inclusion.

Note that there may be several correspondences \( W \) satisfying \( W = B(W) \). However, it follows from Proposition 2 that payoffs \( W(x), x \in X \), of such correspondences are obtained with SPE strategies, i.e., \( W \subseteq V \).

5. Computation of the Equilibrium Payoff Correspondence

According to Proposition 3, to find \( V \) we need to find the largest fixed-point of \( B \). In this section it is shown that the fixed-point iteration \( W^{k+1} = B(W^k) \), i.e.,

\[
W_k(x) = B(W^k)(x) \text{ for all } x \in X. \quad (2)
\]
can be used for this purpose. Note that this iteration is analogous to the value iteration in dynamic programming. It will be shown that this iteration converges to the correspondence \( V \), when the initial correspondence \( W \) is sufficiently rich. For related works on computation of repeated game equilibria see [12] and [15]. These papers assume public randomization, which makes \( V \) and \( W^k, k \geq 0 \), convex-valued. Here public randomization is not assumed.

In the assumptions of the following results \( m_i(x) \) is the min-max payoff for player \( i \) at state \( x \), and \( M_i(x) \) is maximum, respectively. Observe that the interval \([m_i(x), M_i(x)]\) contains all the payoffs that player \( i \) can get for initial state \( x \). In the proof of convergence we shall need the following result.

\[ \text{Lemma 2.} \quad \text{When } x_i[m_i(x), M_i(x)] \subseteq W^0(x) \text{ for all } x \in X, \text{ then} \]

\[
V(x) \subseteq W^k(x) \text{ and } W^{k+1}(x) \subseteq W^k(x) \text{ for all } x \in X, k \geq 0. \quad (3)
\]

\[ \text{Proof.} \quad \text{Let us first consider the case when } k = 0. \quad \text{Take } v(x) \in B(W^0)(x). \]

Then there is \( \bar{v}^1 \in F(W^0) \) such that

\[
v_i(x) = E_z \left[ u_i(y, x, z) + \delta_i\bar{v}^1_i(f(y, x, z)) \right], \quad i \in I,
\]

and \( \bar{v}^1 \in IC(y, x, W^0) \). The condition \( m_i(x) \leq \bar{v}^1_i(x) \leq M_i(x) \) for all \( x \in X \) implies that \( v_i(x) \in x_i[m_i(x), M_i(x)] \), i.e., \( v \in W^0(x) \). Hence, \( W^1(x) = B(W^0)(x) \subseteq W^0(x) \).

Now we make the induction assumption \( W^{k+1}(x) \subseteq W^k(x) \) for all \( x \in X \). By the monotonicity of \( B \) we get

\[
W^{k+2}(x) = B(W^{k+1})(x) \subseteq W^{k+1}(x) = B(W^k)(x) \text{ for all } x \in X. \quad (4)
\]
Since $W^0(x)$ contains all the attainable payoffs when the initial state is $x$, $W^0(x)$ also contains $V(x)$, which implies $B(V)(x) \subseteq B(W^0)(x)$. Let us make the induction assumption that $V(x) \subseteq W^k(x)$ for all $x \in X$. By monotonicity of $B$ it holds that $B(V)(x) \subseteq B(W^k)(x)$ for all $x \in X$. Due to self-generation of $V$ we get the condition $V(x) \subseteq W^{k+1}(x)$ for all $x \in X$.

Let us now show that $W^k$ converges to $V$ pointwise, i.e., $W^k(x) \rightarrow V(x)$ as $k \rightarrow \infty$ for all $x \in X$. The convergence of $W^k(x)$ to $V(x)$ refers to Painlevé-Kuratowski convergence, see, e.g., [5] and [21]:

$$\liminf_{k \to \infty} W^k(x) = \limsup_{k \to \infty} W^k(x) = V(x).$$

**Proposition 4.** Assume that $W^0$ is compact-valued and satisfies the assumptions of Lemma 2. Then $W^k(x) \rightarrow V(x)$ for all $x \in X$ as $k \rightarrow \infty$.

**Proof.** The above lemmas imply the convergence, and

$$W(x) = \lim_{k \to \infty} W^k(x) = \bigcap_k W^k(x).$$

Let us assume that $W(x) \neq \emptyset$. Then by Lemma 2 we know that if $v(x) \in W(x)$, there are an action profile $y$ and $\tilde{v}$ such that $\tilde{v} \in IC(y, x, W^k)$ for all $k \geq 0$, and $v_i(x) = E[u_i(y, x, z) + \delta_i \tilde{v}_i(f(y, x, z))]$, $i \in N$. This implies self-generation, i.e., $W(x) \subseteq B(W)(x)$ for all $x \in X$. By Proposition 2 we have $W(x) \subseteq V(x)$ for all $x \in X$. On the other hand, Lemma 2 implies that $V(x) \subseteq W(x)$ for all $x \in X$. Hence, we obtain $W = V$.

**Example 1.** This example continues the one presented in Section 3.3. The common discount factor $\delta$ is set to $1/2$. Approximations of sets $V(x_1)$ and $V(x_2)$ are presented in Figure 1. These sets are obtained by applying the iteration (2) with the initial correspondence $W^0(x) = \times_i [m_i(x), M_i(x)]$, $x \in X$.

6. Finite Games and Behavior Strategies

In this section it will be assumed that $Y(x)$, $x \in X$, are finite sets. The purpose is to point out how the results of previous section can be extended to the case of behavior strategies. A behavior strategy maps histories of past actions and disturbances into distributions over actions profiles. The main benefit of such strategies is that the set of equilibria is non-empty.
In the following $\Delta Y_i(x)$ denotes player $i$’s mixed strategies at state $x \in X$. With slightly abusing the notation, $\Delta Y(x)$ is the collection of probability distributions $\alpha = (\alpha_1, \ldots, \alpha_n) \in \Delta Y(x)$ such that $\alpha_i \in \Delta Y_i(x)$. When assuming that players are using behavior strategies, we need perfect monitoring in the sense that the probability distributions used by the players are observed. Consequently, deviations from the ongoing policy can be punished. Formally, the set of histories should be appended with the players’ past distributions over pure actions. As for pure strategies, we can argue that the players’ equilibrium behavior is determined by policies.

The existence of subgame perfect equilibria in behavior strategies follows from earlier results for stochastic games. Beginning from the seminal work of [22] for zero-sum games, there is a plethora of existence results. Most notably, Mertens and Parthasarathy [19, 20] show the existence for games with general state and action sets. The technique used in their proof, and also in [18] and [24], is based on iterating a correspondence of equilibrium payoffs: $W^{k+1}$ is the correspondence of Nash equilibrium payoffs in one-shot games with payoffs $T(y, x, v)$, where $v$ belongs to $F(W^k)$. Clearly, this iteration is different from the iteration (2).

Assuming perfect monitoring and that $Y(x), x \in X$, are finite, we can replicate the findings for pure strategies in the case of behavior strategies. In particular we obtain the following results.

**Proposition 5.** The equilibrium correspondence $V$ has the following proper-
ties:

1. \( V(x) \neq \emptyset \) for all \( x \in X \),
2. \( V \) is the largest fixed-point of operator \( B \), and
3. the iteration (2) converges to \( V \) when \( W^0 \) is compact-valued and chosen as in Lemma 2.

Proof. The proof follows by repeating the arguments used for pure strategies. Let us briefly sketch the differences for behavior strategies.

In the definition of \( B \), the term \( T(y, x, v) \) is replaced with \( \mathbb{E}_{\alpha}[T(y, x, v)] \), where the expectation is over pure actions when \( \alpha \in \Delta Y(x) \). Moreover, the incentive compatibility condition of player \( i \) in the definition of \( B(W_i)(x) \) is then

\[
\mathbb{E}_{\alpha_i} [T_i(y, x, v_i)] \geq \sup_{\alpha'_{-i}, \alpha_{-i} \in \Delta Y_i(x)} \mathbb{E}_{\alpha'_{-i}, \alpha_{-i}} [T_i(y, x, v_i^{-}\cdot W_i)] .
\] (5)

In the proof of compactness of \( V \), we can pick convergent subsequence such that the probabilities of pure actions at all stages converge. This can be done because \( Y(x) \), \( x \in X \), are finite. Moreover, it is worth noticing that the one-shot deviation principle holds for behavior strategies. Hence, we obtain the last two results in the same way as for pure strategies. Moreover, the results of Lemma 1 are valid.

As mentioned, the existence of equilibria, i.e., non-emptiness of follows from earlier results. However, let us briefly sketch how it is obtained by using the other two results. When \( W^0 \) is chosen as in Lemma 2, we can argue that then \( W^k \) will all become compact-valued and non-empty. The first follows from Lemma 1 and the latter by observing that when picking \( v \in W^k \), \( k \geq 0 \), there are Nash equilibria in randomized strategies for the one-shot games with payoffs \( T(y, x, v) \). These Nash equilibria satisfy the incentive compatibility condition (5), and hence \( W^{k+1} = B(W^k) \), \( k \geq 0 \), are non-empty valued. The limit of the iteration (2), which is \( V \), is then non-empty for all \( x \).
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