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ABSTRACT

Choice behavior is rational if it is based on the maximization of some
context-independent preference relation. This study re-examines the
questions of implementation theory in a setting where players’ choice
behavior need not be rational and coalition formation must be taken
into account. Our model implies that with boundedly rational play-
ers, the formation of groups greatly affects the design exercise. As a
by-product, we also propose a notion of behavioral efficiency and we
compare it with existing notions.
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1 Introduction

A cornerstone assumption in economics is that every player is “rational”, in the sense

he acts in accordance with the maximization of some context-independent preference

relation. Thus, a rational player has self-control and is not moved by emotions or

external factors; hence, he knows what is best for himself. Although this assumption

is an important starting point for many analyses, it does not cover all cases. For

instance, Spiegler (2011) adapts models in industrial organization to identify the

optimal contracts that firms can offer to maximize their profits when their customers

are subject to specific choice biases. In this paper, we study the effects of non-rational

behavior in an implementation framework.

The theory of implementation under complete information investigates the goals

that a principal can achieve when they depend on players’preferences. Although

these preferences are commonly known among players, the principal does not know

them, and players’objectives need not be aligned with that of the principal. The

implementation problem consists of devising a mechanism in such a way that the

equilibrium behavior of players always coincides with the principal’s goal. When

such a mechanism exists, the principal’s goal is said to be (fully) implementable.1

de Clippel (2014), Korpela (2012), and Ray (2010), extends the theory of im-

plementation to cases in which players can make choices that are at odds with the

conventional assumption of rationality. This is done by (i) considering individual

state-contingent choices rather than preferences as the primitive characteristics of a

player and (ii) extending the idea of Nash equilibrium beyond the rational domain.

This extension proposes that a strategy profile is a behavioral equilibrium if the re-

sulting outcome is among each player’s chosen options within the set of outcomes

that he can generate through unilateral deviations. However, because the behavioral

equilibrium is a strictly non-cooperative equilibrium, it is natural to consider the

1For an introduction to the theory of implementation see Jackson (2001), Maskin and Sjöström

(2002), Serrano (2004) and Thomson (1996).
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extent to which de Clippel’s (2014) analysis carries over when coalitions of players

can arrange mutually beneficial deviations. This is relevant in settings where players

can communicate freely.

To illustrate this point, let us consider the leading example of “building willpower

in groups” provided by de Clippel (2014). Therefore, let us suppose that players

have a common long-term goal and let us define willpower as the number of tempting

options a player can overlook to better fulfill his long-term goal. Furthermore, let

us suppose that this long-term goal is diffi cult to achieve because there are tempting

alternatives and each player has limited willpower to exercise self-control. de Clippel

(2014) shows that the long-term goal is behaviorally implementable by a mecha-

nism which allows each player to be “in charge of”a limited number of alternatives.

By contrast, when players can freely communicate and form coalitions and when

their equilibrium behavior coincides with our extension of Aumann’s (1959) notion

of strong equilibrium, there is no way we can structure the interactions of players so

that their equilibrium behavior will result in their common long-term goal (details

are presented in Section 3). The reason is that the set of outcomes that the grand

coalition of all players is “in charge of”is the set of all outcomes and there is no way

that this coalition can excercise self-control over this set.

In this study, we thus extend the well-known cooperative counterpart of the Nash

equilibrium, namely, the strong equilibrium proposed by Aumann (1959), beyond the

rational domain (termed behavioral strong equilibrium herein) and consider imple-

mentation in this equilibrium.

In a strong equilibrium, no coalition, taking the strategies of its complements as

given, can cooperatively deviate in a way that benefits all its members (Aumann,

1959). Thus, it is a strategy profile that is stable not only with respect to the

unilateral deviations of every player, but also with respect to those of every coalition

of players. Since this requirement applies to the grand coalition of all players, every
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strong equilibrium is weakly Pareto-optimal.2

We extend this equilibrium notion beyond rational domains as follows. A strategy

profile is a behavioral strong equilibrium if it is a behavioral equilibrium and if no

coalition, taking the strategies of its complements as given, can find an agreement

such that all its members would pick the agreement out of their respective feasible

sets and reject the outcome corresponding to the strategy profile (see the discussion

presented below Definition 1 for more details). When only the unilateral deviations of

single players are allowed, it coincides with the notion of the behavioral equilibrium.

Since a strategy profile is a behavioral strong equilibrium if it is also robust

to deviations of the grand coalition, it incorporates a notion of Pareto effi ciency.

This notion extends the Pareto principle beyond rational domains. We introduce

this notion of effi ciency in Section 3 and compare it with other extensions already

proposed in the literature. According to our extension, outcome x is behaviorally

effi cient if there exists a profile of sets (Ei)i∈N , one for each player i ∈ N , such that

player i selects x from the set Ei, while no extension of these sets Ei ⊆ Xi can lead

players to unanimously select some other outcome y instead of x.

We show that our effi ciency concept is non-nested with de Clippel’s (2014) ex-

tended notion of effi ciency as well as with Bernheim and Rangel’s (2009) extended

notion. When players are rational, all these extensions of the Pareto principle yield

the same set of Pareto-optimal outcomes. However, in general, none of them is im-

plementable in the behavioral strong equilibrium.

In Section 4, we provide a necessary condition for implementation in the behav-

ioral strong equilibrium, which extends Maskin monotonicity (Maskin, 1999) from

rational domains to any domain of choice behavior. Maskin monotonicity is a nec-

essary condition for implementation in both strong Nash equilibrium (Maskin, 1979)

2An outcome is Pareto-optimal if it is feasible and there is no feasible outcome that would make

everyone strictly better off.
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and Nash equilibrium (Maskin, 1999). Contrary to the rational case, we find that

the necessary condition for implementation in the behavioral equilibrium, which is

also an extension of Maskin monotonicity, is no longer necessary for implementation

in the behavioral strong equilibrium (see our example on choice overload). This is

somewhat surprising. In an economic environment with fully rational players, Maskin

monotonicity provides a full characterization of all implementable rules. Since Maskin

monotonicity is also necessary for strong implementation, nothing is gained from an

implementation point of view when coalition formation is allowed. However, with

boundedly rational players, coalitions matter even in economic environments.

Although our necessary condition is useful to delineate the limitations of imple-

mentation and can provide important insights, it is not suffi cient. As in Maskin

(1979), Dutta and Sen (1991), and Korpela (2013), more work is needed to identify,

partly or totally, the class of implementable goals. In Section 6, we tackle suffi ciency

first in an economic environment and then provide a simple suffi cient condition in a

more general environment when there are more than two agents.3 This simple suffi -

cient condition is an extension of the axiom of suffi cient reason proposed by Korpela

(2013) in the context of strong implementation in rational domains. The practical

implications of these results are provided in Section 7. For instance, our necessary

condition is also suffi cient in an economic environment.4

Related literature. A growing literature suggests that individual choices are not always

consistent with the maximization of some context-independent preference relation.

Since mechanisms are devised to provide players with an incentive to behave in ac-

cordance with the principal’s goal, it is vital to base their design on choice models

3The two-person case is studied in Hayashi et al (2020; Section 8).
4Hayashi et al (2020; Section 7) show that the set of behavioral Pareto-optima that no player

finds less desirable than the status quo is implementable in the behavioral strong equilibrium.

Unfortunately, as in Maskin (1979), they find that this set of outcomes is the only implementable

set when the domain of players’state-contingent choice rules is unrestricted.
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that describe individual choice behavior more accurately. It is not surprising, there-

fore, that a growing literature on the role of behavioral biases in economic design has

accumulated in the past two decades (Spiegler, 2011).

Motivated by recent developments in the theoretical literature on bounded ratio-

nality, de Clippel (2014) extends the theory of Nash implementation to problems in

which players’ characteristics are described by their state-dependent choices. The

first study to examine implementation problems in a choice framework is Hurwicz

(1986), who shows that Maskin’s (1999) classical results remain valid when each in-

dividual choice rule selects undominated outcomes according to some binary relation.

Korpela (2012) (see also Ray, 2010) investigates what choice-consistency properties

need to be satisfied by the individual choice rules so that the necessary and suffi cient

conditions of Moore and Repullo (1990) remain necessary for Nash implementability

when players make state-dependent choices. He finds that a crucial role is played by

Sen’s (1971) property α, which states that if x is the “best”in a set, then it is the best

in all the subsets of it to which x belongs. Unfortunately, most of the choices made

by non-rational players violate this property. In this paper, we study implementation

problems in which non-rational players can freely form coalitions. The invoked game

theoretic solution concept is that of the behavioral strong equilibrium.

Barlo and Dalkiran (2019) extend de Clippel’s (2014) analysis to an environment

with incomplete information and provide necessary and suffi cient conditions for (ex

post) behavioral implementation. Altun et al. (2020), following de Clippel (2014) and

Matsushima (2008), study behavioral implementation problems in which the state-

contingent choices of players are unknown to the principal and one of the players

is inclined to report the true state-contingent choices of the players, but not the

true state (of the world), when the truth does not pose any obstacle to his material

well-being.

Other important studies in this strand of the literature are as follows. Eliaz (2002)

studies Nash implementation problems in which players are “faulty” in the sense
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that they fail to act optimally. Cabrales and Serrano (2011) study implementation

problems in an environment in which players myopically adjust their actions in the

direction of better or the best responses. Saran (2011) extends the set of preferences

to include menu-dependent preferences and characterizes the domain in which the

revelation principle holds. Glazer and Rubinstein (2012) present a mechanism design

model in which the ability of a player to manipulate the information he reports is

affected by the content and framing of the mechanism. Bierbrauer and Netzer (2012)

study the effect of introducing intention-based social preferences into mechanism

design. Matsushima (2008) and Dutta and Sen (2012) study independently imple-

mentation problems with partially honest players, where a partially honest player

has strict preferences for revealing the true state over lying when truth-telling does

not lead to a worse outcome than that obtained when lying. Saran (2016) stud-

ies implementation under complete information when players are at most k-rational,

where a k-rational player performs k steps of iterative elimination. Salant and Siegel

(2018) study a model of contracts in which a profit-maximizing seller uses framing

to influence buyers’purchase behavior. Finally, de Clippel et al. (2019) study the

theoretical implications of level-k reasoning in mechanism design.

2 Notation and definitions

The environment consists of a collection of n players (we write N for the set of

players), a set of possible states Θ, and a (non-empty) set of outcomes X. X =

{A ⊆ X|A 6= ∅} is the collection of all possible non-empty subsets of X. We focus

on complete information environments in which the true state is common knowledge

among players but unknown to the principal. Player i’s choice rule at state θ ∈ Θ is

a correspondence Ci (·; θ) : X � X that assigns a non-empty set of chosen outcomes
Ci (A, θ) ⊆ A for each A ∈ X . When x ∈ Ci (A, θ) and y ∈ A\Ci (A, θ), we say that

x is chosen and y could have been chosen from A but is rejected.
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Player i’s choice rule is rational at θ if there exists a complete and transitive

(i.e., rational) preference relation Rθ
i such that Ci (A, θ) = arg maxRθi A for each

A ∈ X . A choice rule is rational at θ if and only if it satisfies Sen (1971)’s property

α (“independence of irrelevant alternatives,”or IIA) and property β.5 If player i’s

choice rule is rational for every θ ∈ Θ, we simply say that player i is rational. When

each player is rational, Θ̄ denotes the set of states corresponding to the set of all the

profiles of rational preference relations, the unrestricted rational domain.

Let (M,h) be a mechanism, where M = (Mi)i∈N and h : M → X is the out-

come function. As usual, we refer to Mi as the strategy space of player i and to

a member of M as a strategy profile. For any m ∈ M and i ∈ N , let m−i =

(m1, ...,mi−1,mi+1, ...,mn) ∈ M−i ≡ (Mj)j∈N\{i} denote the strategies chosen by

players other than i. We will write m ∈M as (mi,m−i).

A mechanism (M,h) induces a class of strategic games {(M,h, θ) |θ ∈ Θ}, where

(M,h, θ) stands for the game in which the set of players is N , the action space of

player i is Mi, and player i’s choice behavior is described by his choice rule Ci (·, θ)

at state θ.

When each player is rational at state θ, a strategy profilem is a (Nash) equilibrium

of the game induced by the mechanism (M,h) at state θ if, for each player i ∈ N

and each m′i ∈Mi, the following is satisfied: h (m)Rθ
ih (m′i,m−i). We denote the set

of (pure strategy) equilibria of (M,h, θ) by E (M,h, θ).

Player i’s opportunity set given a strategy profile m−i ∈M−i for the other players

is given by Oi (m−i) = {h (mi,m−i) ∈ X|mi ∈Mi}. Following de Clippel (2014), for
5Property α states that if x is “best”in a set, it is best in all subsets of it to which x belongs to.

Property β states that if x and y are both best in A, a subset of B, then x is best in B if and only

if y is best in B. When X is a finite set, propertis α and β are equivalent to the Weak Axiom of

Revealed Preferences (WARP). Recall that WARP is not suffi cient for the transitive rationalizability

of a choice rule when the collection X is arbitrary (Richter, 1971), even when the choice rule is a

function. However, if the collection X includes all subsets of X of up to three elements, WARP is

necessary and suffi cient for transitive rationalizability (Arrow, 1959; Sen, 1971).
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any state θ ∈ Θ, a strategy profile m is a behavioral equilibrium of the game induced

by the mechanism (M,h) at state θ if h (m) ∈ Ci (Oi (m−i) , θ) for each player i ∈ N .

Write BE (M,h, θ) for the set of (pure strategy) behavioral equilibria of the strategic

game (M,h, θ). It is clear that BE (M,h, θ) = E (M,h, θ) if each player i is rational

at state θ.

In a strong equilibrium, no coalition, taking the strategies of its complement as

given, can cooperatively deviate in a way that benefits all its members (Aumann,

1959). Formally, let N0 denote the set of all the non-empty subsets of N . Each group

of players K (in N0) is a coalition. For any coalition K, any mechanism (M,h) and

any strategy profile m ∈M , let mK = (mi)i∈K ∈MK and m−K = (mi)i∈N\K ∈M−K
be the strategy profiles of the players inside K and outside K, respectively, such that

m = (mK ,m−K). If each player is rational at state θ, the strategy profile m is a

strong equilibrium of the game induced by the mechanism (M,h) at state θ if for all

K ∈ N0 and all m′K ∈ MK , there exists i ∈ K such that h (m)Rθ
ih (m′K ,m−K). We

denote the set of (pure strategy) strong equilibria of (M,h, θ) by SE (M,h, θ).

Coalition K’s opportunity set given a strategy profile m−K ∈ M−K for the other

players is given by OK (m−K) = {h (mK ,m−K) ∈ X|mK ∈MK}.

Definition 1 A strategy profile m is a behavioral strong equilibrium of the game

induced by the mechanism (M,h) at state θ provided that the following requirements

are satisfied.

(i) h (m) ∈ Ci (Oi (m−i) , θ) for all i ∈ N.

(ii) For all K ∈ N0, with |K| ≥ 2, and all m′K ∈ MK , there does not exist any

profile of sets (Ai)i∈K , with Oi (m−i)∪{h (m′K ,m−K)} ⊆ Ai ⊆ OK (m−K), such

that for all i ∈ K, h (m′K ,m−K) ∈ Ci (Ai, θ) and h (m) /∈ Ci (Ai, θ).

Write BSE (M,h, θ) for the set of (pure strategy) behavioral strong equilibria of the

strategic game (M,h, θ).
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Our equilibrium notion is built around the notion of behavioral equilibrium pro-

posed by de Clippel (2014). Indeed, a behavioral strong equilibrium is a behavioral

equilibrium in which no coalition, taking the actions of its complement as given, can

cooperatively deviate in a way that benefits all its members. When only unilateral

deviations are allowed, the two equilibrium notions coincide.

To better understand why in part (ii) of our equilibrium notion we consider subsets

of coalition K’s opportunity set, let us consider a two-player situation in which both

players are rational and the set of outcomes is X = {x, y, z}. Players’ rational

preference relations are represented in the table below:

R1 R2

y z

z y

x x

where, as usual, ab for player imeans that he strictly prefers a to b.
6 Let us consider the

following two-player mechanism, where the two rows correspond to the two possible

(pure) strategies of player 1 and the three columns correspond to the three possible

(pure) strategies of player 2, and where in each box is the outcome assigned to the

strategy profile to which the box corresponds.

m2 m′2 m′′2

m1 x x x

m′1 x z y

By examining all the possible strategy profiles, we see that (m′1,m
′
2) is the unique

strong equilibrium. Since the strategy profile (m1,m2) is an equilibrium but not

a strong equilibrium, the grand coalition {1, 2} should be able to find a strategy

profile that all its members prefer to (m1,m2). Since the opportunity set of the

grand coalition is X, players should be able to cooperatively deviate in a way that

6Throughout the paper, we use this convention.
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benefits everyone. However, players do not make the same choice from X because

player 1 selects only y from X and player 2 selects only z from X. To let them

cooperatively deviate, there must be a subset A ⊆ X such that x ∈ A, the intersection

C1 (A) ∩ C2 (A) is not empty and x /∈ C1 (A) ∪ C2 (A). This subset can be either

A = {x, y} or A = {x, z}. Only in this way do players display the same choice

behavior, in the sense that each of them chooses the same outcome from a subset ofX

containing x and rejects x. The strong equilibrium implicitly considers these subsets

in its definition. In a sense it assumes that if there is a way to find a compromise

player will find it. In our setting, in which individual choice behavior is captured

by a choice rule, we need to refer to subsets of coalitional opportunity sets explicitly

in part (ii) of our definition. These sets model compromise making, and just like in

Aumann (1959), we assume that if there is any way to find a compromise player will

find it. There are two important assumptions behind Definition 1:

(1) The process of coalition formation does not affect player’s choice behavior. In

particular, it does not make players realize that their behavior is biased, and

(2) players don’t need to compromise on those outcomes that they can obtain by

unilateral deviation; i.e., Oi (m−i) ⊆ Ai.

As we show below, when players are rational, our equilibrium notion is equivalent

to strong equilibrium.

Lemma 1 Suppose that each player i is rational at state θ. Then, BSE (M,h, θ) =

SE (M,h, θ).

The goal of the principal is to implement a social choice rule (SCR) ϕ, which

is a rule ϕ : Θ � X such that ϕ (θ) is non-empty for every θ ∈ Θ. We refer

to x ∈ ϕ (θ) as a ϕ-optimal outcome at θ. The image or range of ϕ is the set

ϕ (Θ) ≡ {x ∈ X|x ∈ ϕ (θ) for some θ ∈ Θ}. For any two SCRs, ϕ and ϕ′, we say

that ϕ′ is a sub-solution of ϕ, denoted by ϕ′ ⊆ ϕ, if ϕ′ (θ) ⊆ ϕ (θ) for all θ ∈ Θ.

A mechanism (M,h) behaviorally implements ϕ provided that for all θ ∈ Θ,
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ϕ (θ) = h (BE (M,h, θ)) ≡ {h (m) |m ∈ BE (M,h, θ)}. If such a mechanism exists,

ϕ is said to be behaviorally implementable.

Definition 2 Amechanism (M,h) behaviorally strongly implements ϕ provided that

for all θ ∈ Θ, ϕ (θ) = h (BSE (M,h, θ)) ≡ {h (m) |m ∈ BSE (M,h, θ)}. If such a

mechanism exists, ϕ is said to be behaviorally strongly implementable.

3 Effi ciency

With rational players, every strong equilibrium must be (weakly) Pareto-optimal

within the entire feasible outcome space of the game. An outcome is Pareto-optimal

if it is feasible and no feasible outcome would make everyone strictly better off. Since

a behavioral equilibrium is strong if no coalition, taking the play of its complement

as given, can cooperatively deviate in a way that benefits all of its members, our

equilibrium notion also incorporates a notion of effi ciency, which extends the Pareto

principle to choice behaviors that are not consistent with the optimization of some

rational preference relation. In this section, we introduce our extension of the Pareto

principle and compare it with other extensions already proposed in the literature.

We say that outcome x is behaviorally effi cient at θ ∈ Θ if there exists a profile

of sets (Ei)i∈N such that (1) x ∈ Ci (Ei, θ) for all i ∈ N , and (2) there do not exist

any profile of sets (Xi)i∈N with Ei ⊆ Xi for all i ∈ N , and an outcome y such that

x /∈ Ci (Xi, θ) and y ∈ Ci (Xi, θ), for all i ∈ N .

Behaviorally effi cient solution, BE. For all θ ∈ Θ,

BE (θ) ≡ {x ∈ X| x is behaviorally effi cient at θ}.

The sets Ei in the definition of behavioral effi ciency place a restriction on the

sets Xi that can be used to evaluate whether an outcome is effi cient.or not We

could call this framing of the choice. If players are rational at state θ, and outcome
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x is Pareto-optimal, then we can select Ei = {x} for all i ∈ N to show that x is

behaviorally effi cient. Furthermore, if x is evaluated as behaviorally effi cient with

respect to any profile of sets (Ei)i∈N , it must be Pareto-optimal. However, if players

are not rational at state θ, then framing can matter. This motivates the following

definitions. If outcome x is behaviorally effi cient at state θ with respect to the profile

of sets ({x})i∈N , then we call it behaviorally effi cient of type I, and write x ∈ BEI(θ).

If outcome x is behaviorally effi cient at state θ, but not with respect to ({x})i∈N ,

then we call it behaviorally effi cient of type II, and write x ∈ BEII(θ). It is now clear

that BE (θ) = BEI(θ) ∪BEII(θ).

Notice that the BE solution is always non-empty. Any outcome that some player

selects from X is behaviorally effi cient. However, both BEI(θ) and BEII(θ) can be

empty, although not at the same time, while there can also exist outcomes of both

effi ciency types at the same state.

Our necessary condition presented below shows that implementation in behavioral

strong equilibrium is strongly connected to the above notion of effi ciency, in the sense

that only sub-solutions of the BE solution can be behaviorally strongly implemented

(see Corollary 1 below). Indeed, not every behaviorally implementable goal is a sub-

solution of the BE solution. To see this, let us consider the example of building

willpower in groups of de Clippel (2014), which is behaviorally implementable.

Building willpower in groups

Suppose that players have a common long-term goal, which is diffi cult to achieve

due to the presence of tempting outcomes: each player’s decisions are affected by a

short-term craving. In other words, each player has limited willpower to exercise self-

control. Player i’s willpower is captured by the number of tempting outcomes that he

can overlook to better fulfill his long-term goal. More precisely, given an ordering �L
over X capturing the long-term goal, an ordering �S,i capturing player i’s short-term

craving, and an integer ki denoting player i’s willpower, player i’s choice out of any
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A ∈ X is the most preferred outcomes according to �L among those dominated by

at the most ki outcomes according to �S,i.

A decision-maker with limited willpower typically makes choices that violate IIA.

For instance, suppose that there are only three outcomes in X = {x, y, z}, that your

long-term ranking is x �L y �L z, and that your short-term craving is captured by

z �S y �S x. Suppose that you are able to exercise self-control as long as there is at

most one tempting option. Thus, you would choose {y} from X and {x} from {x, y}.

Suppose that a state θ =
(
�L, (�S,i)i∈N

)
describes a common long-term goal and

players’short-term cravings. de Clippel (2014) shows a way to combine the players’

limited willpower to help them better fulfill their common long term goal. The idea is

to decentralize the burden of choice by allowing each player to be “in charge of”only

a small number of outcomes. The mechanism implementing the common long-term

goal can be described as follows. Let Ai ⊆ X be the set of ki outcomes of which

player i is in charge. Suppose that
∑

i∈N ki ≥ |X|, so that the union of the sets of

outcomes assigned to the players can cover X: that is, X =
⋃
i∈N

Ai. The strategy

space of player i is Mi = Ai × Z+, where Z+ is the set of nonnegative integers. The

interpretation is that player i chooses a message in support of an outcome in Ai as

well as a nonnegative positive integer describing the intensity with which he makes

the announcement. The selected outcome is the outcome supported by the player

with the most intense report (using a fixed tie-breaking rule when players announce

the same highest intensity).

de Clippel (2104) shows the following result.

Proposition 1 (de Clippel, 2014; p. 2981) If
∑

i∈N ki ≥ |X|, then the SCR that

selects systematically the top-choice of the common long-term goal is behavioral

implementable.

Unfortunately, there is no way to combine the players’limited willpower to help

them better fulfill their common long term goal when players can form coalitions. The
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reason is that the grand coalition can be “in charge of”a set of outcomes over which

players are unable to exercise self-control, even though each player, individually, is

“in charge of”only a small number of outcomes. To see this, suppose three outcomes

in X = {x, y, z} and three players in N = {1, 2, 3}. Further, suppose that there exists

a feasible state θ =
(
�L, (�S,i)i∈N

)
according to which the common long term goal

is described by the ordering x �L y �L z, and their short-term cravings are captured

by

�S,1 �S,2 �S,3
z y z

y z y

x x x

.

Suppose that player i’s willpower is ki = 1 for each player i ∈ N . Let us assume that

the principal knows the willpower of players, but not the true state.

To show that the possibility of forming coalitions defeats the idea of decentralizing

the burden of choice, it suffi ces to show the SCR that selects systematically the top

choice of the common long-term goal is behavioral implementable but not a sub-

solution of the BE solution. Since the range of the SCR is X, the set of outcomes

that the grand coalition is “in charge of”is X. At state θ, each player picks only the

outcome y out of the set X and rejects the common long-term goal x, which shows

that y is behaviorally effi cient at state θ (select Ei = X for all i ∈ N), while x is not.

Comparing BE with other extensions of the Pareto principle

The question of how to extend the Pareto principle beyond the rational domain

has been debated in the recent literature. Bernheim and Rangel (2009) propose the

following extension of the Pareto rule that is based on the idea of revealed preferences.

Following their definition, we say that x is preferred to y at state θ, denoted by xP θ
BRy,

if and only if for every player i ∈ N , y /∈ Ci (A, θ) for all A ∈ X such that x ∈ A.

Outcome x is Bernehiem—Rangel effi cient at state θ if and only if no outcome is
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preferred to x.

Bernehiem-Rangel Pareto solution, POBR. For all θ ∈ Θ,

POBR (θ) ≡
{
x ∈ X|there exists no y ∈ X\ {x} such that yP θ

BRx
}
.

de Clippel (2014) proposes the following refinement of the Bernehiem—Rangel

effi ciency. According to de Clippel (2014), x is de Clippel effi cient if there exists

a collection of implicit opportunity sets, one for each player, such that each player

would choose x from his own implicit opportunity set and all the outcomes have been

accounted for in the sense that any outcome in X belongs to the opportunity set of

at least one player. Formally,

de Clippel Pareto solution, POdC . For all θ ∈ Θ,

POdC (θ) ≡


x ∈ X there exists (Ai)i∈N ∈ X n such that x ∈ Ci (Ai, θ)

for all i ∈ N , and X =
⋃
i∈N

Ai

.
de Clippel effi ciency generalizes the idea of a lower contour set to behavioral

domain: Outcome x is effi cient if all other outcome are in the lower contour set of

x for at least one player.7 The following theorem (de Clippel, 2014, Proposition 5)

explains the connection between de Clippel effi ciency and BR-effi ciency.

Theorem 1 For all θ ∈ Θ, POdC (θ) ⊆ POBR (θ), and for some θ ∈ Θ, POdC (θ) is

a proper subset of POBR (θ).

7Some results in the literature suggest that the idea of lower contour set makes no sense unless

Sen’s property α holds. Korpela (2012) shows that the characterization of Nash implementable

SCRs given in Moore and Repullo (1990), which is firmly based on lower contour sets, holds as long

as property α is assumed, but not after that. The reason is that even if outcome x is selected from

set A, it may not be selected from every subset unless property α holds.
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The next two examples show that the BE solution is not nested either with POdC

nor POBR.

Example 1 Let X = {x, y, z} and N = {1, 2}. The choice behavior of player 1 at

state θ is such that C1({x, y}, θ) = {y}, C1({x, z}, θ) = {x}, and C1({x, y, z}, θ) =

{y}, while the choice bahvior of player 2 is such that C2({x, y}, θ) = {y}, C2({x, z}, θ) =

{x}, and C2({x, y, z}, θ) = {z}. Selecting E1 = {x} and E2 = {x, z} shows that x is

behaviorally effi cient. However, since both players select y from the set {x, y}, it is

not BR-effi cient, and hence not de Clippel effi cient either by Theorem 1.

Example 2 Let X = {x, y, z} and N = {1, 2}. The choice behavior of player 1 at

state θ is such that C1({x, y}, θ) = {x} and C1(X, θ) = {z}, while the choice behavior

of player 2 at state θ is such that C2({x, z}, θ) = {x} and C1(X, θ) = {z} (we don’t

need to know more about the behavior). Selecting A1 = {x, y} and A2 = {x, z} shows

that x is de Clippel effi cient, and hence also BR-effi cient by Theorem 1. However,

since both players select only z from X, it cannot be behaviorally effi cient.

Previous example highlights one important difference between these effi ciency

concepts. If all players select one and the same outcome from X at state θ, that is

Ci(X, θ) = {x} for all i ∈ N , then x is the unique behaviorally effi cient outcome at θ.

As the example shows, this is not true for de Clippel effi ciency or for BR-effi ciency.

When players are rational, the above extensions of the Pareto principle yield the

same set of Pareto-optimal outcomes. Since the solution that selects only Pareto-

optimal outcomes at every state is not behaviorally strongly implementable, the fol-

lowing example shows that no extension of the Pareto principle proposed in the

literature is behaviorally strongly implementable.

Example 3 No extension of the Pareto principle is behaviorally strongly implementable.

There are three players N ≡ {1, 2, 3} and two states Θ = {θ, θ′}. Players’rational
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preference relations over {x, y} are represented in the table below:

θ θ′

1 2 3 1 2 3

x x y y y y

y y x x x x

.

The set of Pareto-optimal outcomes at θ, denoted by PO (θ), is the set {x, y}, while

the set of Pareto-optimal outcomes at θ′ is PO (θ′) = {y}. Assume that the set of

Pareto-optimal outcomes at θ as well as at θ′ is behaviorally strongly implementable.

Then, there exists a mechanism (M,h) such that h (BSE (M,h, θ)) = PO (θ) and

h (BSE (M,h, θ′)) = PO (θ′). This implies that at state θ there exists a strategy

profilem (x, θ) ∈ BSE (M,h, θ) such that h (m (x, θ)) = x, and there exists a strategy

profile m (y, θ) ∈ BSE (M,h, θ) such that h (m (y, θ)) = y.

Let m = (m1 (x, θ) ,m2 (x, θ) ,m3 (y, θ)), so that m ∈ M . Assume that h (m) =

x. It follows that coalition {1, 2} can profitably deviate from m (y, θ) by changing

m−3 (y, θ) into m−3, which is a contradiction. Therefore, it must be the case that

h (m) = y. It follows that player 3 can unilaterally profitably deviate from m (x, θ)

by changing m3 (x, θ) into m3, which is a contradiction.

4 Necessity

In this section, we provide a necessary condition for behavioral strong implementa-

tion, which helps us identify systematically whether an SCR is behaviorally strongly

implementable. de Clippel (2014) finds that the extension of the idea of Nash imple-

mentation beyond the rational domain leads to a necessary condition for implemen-

tation known as consistency.

Definition 3 (De Clippel, 2014; p. 2982) A collection O = {Oi(x, θ) ∈ X | θ ∈

Θ, x ∈ ϕ(θ), i ∈ N} of opportunity sets is consistent with ϕ if:
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(i) For all θ ∈ Θ, all x ∈ ϕ(θ) and all i ∈ N , x ∈ Ci(Oi(x, θ), θ).

(ii) For all θ, θ′ ∈ Θ and all x ∈ ϕ(θ), if x ∈ Ci(Oi(x, θ), θ′) for all i ∈ N , then

x ∈ ϕ(θ′).

Studying implementation in the Nash equilibrium is based on Maskin (1999; circu-

lated since 1977), who proves that any SCR that can be Nash implemented satisfies a

remarkably strong invariance condition, now widely referred to as Maskin monotonic-

ity. The above condition is an extension of Maskin monotonicity beyond the rational

domain.8 Suppose that ϕ is behaviorally implementable. If x is a behavioral equi-

librium at θ, the equilibrium strategy profile m supporting it defines an opportunity

set for each player i, denoted by Oi(x, θ), which represents the set of outcomes that

player i can generate by varying his own strategy, keeping the other players’equilib-

rium strategies fixed at m−i. From the definition of the behavioral equilibrium, each

player i must choose x from Oi(x, θ) at θ. Moreover, if there is an alternative state

θ′ such that every player i chooses x from Oi(x, θ) at θ′, then m forms a behavioral

equilibrium at θ′. Hence, x is still a ϕ-optimal outcome at θ′ if ϕ is behaviorally

implementable.

The idea of extending the notion of the strong equilibrium beyond the rational

domain leads to a necessary condition, called coalitional consistency. Let us present

this from the viewpoint of necessity.

Suppose that ϕ is behaviorally strongly implementable by a mechanism (M,h).

Let m be a behavioral strong equilibrium at θ whose associated outcome h (m) co-

incides with an element x of ϕ (θ). The equilibrium strategy profile defines an op-

8Maskin monotonicity says that if an outcome x is ϕ-optimal at θ, and this x does not strictly fall

in preference for anyone when the state is changed to θ′, then x must remain an ϕ-optimal outcome

at θ′. An equivalent statement of Maskin monotonicity stated above follows the reasoning that if x

is ϕ-optimal at θ but not ϕ-optimal at θ′, then the outcome x must have fallen strictly in someone’s

ordering at the state θ′ in order to break the Nash equilibrium via some deviation. Therefore, there

must exist some preference reversal if an equilibrium strategy profile at θ is to be broken at θ′.
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portunity set for coalition K, denoted by OK(x, θ), by varying the strategies of the

players in K, while keeping the other players’equilibrium strategies fixed at m−K .

For the grand coalition N , its opportunity set coincides with the entire feasible out-

come space of the game, denoted by Y . From the definition of the behavioral strong

equilibrium, each player i chooses x from Oi(x, θ) at θ, and no coalition K with at

least two players can find an outcome y ∈ OK(x, θ) and a profile of subsets (Ai)i∈K

of OK(x, θ) where Oi(x, θ) ∪ {y} ⊆ Ai for all i ∈ N , such that each member i of K

chooses y from Ai and rejects x ∈ Ai at θ.

Take any alternative state θ′ such that each player chooses x from Oi(x, θ) at this

state θ′, so that m is still stable in terms of unilateral deviations. In addition, if no

coalition K with at least two players can find an outcome y ∈ OK(x, θ) and a profile

of subsets (Ai)i∈K of OK(x, θ) where Oi(x, θ) ∪ {y} ⊆ Ai for all i ∈ N , such that

each member i of K chooses y from Ai and rejects x ∈ Ai at θ′, clearly m forms a

behavioral strong equilibrium at θ′ as well. Hence, x is a ϕ-optimal outcome at θ′

since ϕ is behaviorally strongly implementable. Formally,

Definition 4 A collectionO = {OK(x, θ) ∈ X | θ ∈ Θ, x ∈ ϕ(θ), K ∈ N0, x ∈ OK(x, θ)}

of opportunity sets is coalitionally consistent with ϕ if:

(i) There exists a non-empty set Y ⊆ X such that for all θ ∈ Θ, all x ∈ ϕ(θ), and

all K,K ′ ∈ N0 with K ⊆ K ′, OK (x, θ) ⊆ OK′ (x, θ) and Y = ON (x, θ).

(ii) For all θ ∈ Θ, all x ∈ ϕ(θ) and all i ∈ N , x ∈ Ci(Oi(x, θ), θ).

(iii) For all θ ∈ Θ, all x ∈ ϕ(θ), all K ∈ N0 with |K| ≥ 2, all y ∈ OK(x, θ) and

all (Ai)i∈K ∈ X |K| such that Oi(x, θ) ∪ y ⊆ Ai ⊆ OK(x, θ) for all i ∈ K,

y /∈ Ci(Ai, θ) or x ∈ Ci(Ai, θ) for some i ∈ K.

(iv) For all θ, θ′ ∈ Θ and all x ∈ ϕ(θ), if x ∈ Ci(Oi(x, θ), θ′) for all i ∈ N , and if

for all K ∈ N0 with |K| ≥ 2, all y ∈ OK(x, θ) and all (Ai)i∈K ∈ X |K| such

that Oi(x, θ) ∪ y ⊆ OK(x, θ) for all i ∈ K, y /∈ Ci(Ai, θ′) or x ∈ Ci(Ai, θ′) for

some i ∈ K, then x ∈ ϕ(θ′).
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As the discussion in the preceding paragraph illustrates, the existence of a coali-

tionally consistent collection of opportunity sets is a necessary condition for behav-

ioral strong implementation.

Theorem 2 Let n ≥ 2. If ϕ is behaviorally strongly implementable, then there

exists a collection of opportunity sets that is coalitionally consistent with ϕ.

Proof. The proof is omitted as a direct concequence of the definition of behavioral

strong equilibrium.

Corollary 1 If ϕ is behaviorally strongly implementable there must exist a set Y ⊆

X such that ϕ is a sub-solution of BE when defined on Y .

Proof. Let O = {OK(x, θ) ∈ X | θ ∈ Θ, x ∈ ϕ(θ), K ∈ N0, x ∈ OK(x, θ)} be any

collection of opportunity sets that is coalitionally consistent with ϕ and let Y be the

set ON (x, θ). Select any state θ and any outcome x ∈ ϕ(θ). Item (iii) in Definition 4

with coalition K = N shows that x is behaviorally effi cient with respect to the sets

(Ei)i∈N = (Oi(x, θ))i∈N .

On the rational domain, the invariance condition known as Maskin monotonic-

ity is necessary for implementation in both the Nash equilibrium and the strong

equilibrium. With behavioral players, de Clippel’s (2014) condition of consistency is

an extension of Maskin monotonicity beyond the rational domain. Surprisingly, his

condition is not necessary for behavioral strong implementation (see the example on

choice overload below). However, coalitional consistency is equivalent to de Clippel’s

condition when only unilateral deviations are allowed.

5 Choice Overload

There are two players N = {1, 2}. Mechanism designer wants to select some outcome

that both players like from the set X = {w, x1, x2, . . . , xm}. Preferences are linear
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ordering over X at all states. Any pair of orderings that rank w as the worst outcome

is feasible. Player 1 selects from any choice set the outcome that he prefers most.

Player 2, on the other hand, suffers from a bias called choice overload.9 From any

choice set A ∈ X that includes at most k outcomes from {x1, x2, . . . , xn} = A \ {w},

player 2 selects the outcome that he prefers most, but if the choice set A contains

more than k of these outcome, then he selects all of them, that is, the set A \ {w}.10

Let us assume that m > k > 2.

One way to satisfy both players, to some extent at least, is to first delete k − 2

outcomes that are the least preferred by player 2 from the set {x1, x2, . . . , xm}, and

then select all Pareto-optimal outcomes from the remaining outcomes. Let us denote

this SCR by F . Formally, let rj(θ) be the outcome that player 2 ranks jth at state

θ, and PO : Θ× X → X a correspondence that selects all Pareto-optimal outcomes

PO(θ, A) from any choice set A ∈ X at a given state θ ∈ Θ. Then

F (θ) = PO
(
{r1(θ), r2(θ), . . . , rm−k+2(θ)}

)
.

This SCR is not behaviorally implementable: A consistent collection of opportunity

sets does not exist. To see this, suppose that at state θ preferences are

P θ
1 = xm > xm−1 > · · · > x2 > x1 > w and P θ

2 = x1 > x2 > · · · > xm−1 > xm > w.

Thus F (θ) = {x1, x2, . . . , xm−k+2}. The set O2(x1, θ) must include x1 and at most

k − 1 outcomes from {x2, x3, . . . , xm}. Otherwise player 2 would select x1 from this

set at all possible state − even when it is among the k − 2 least preferred outcomes.

Let xh ∈ X \ {w} be any outcome such that xh /∈ O2(x1, θ). Now consider state θ′

where preferences are instead

P θ′

1 = P θ
1 and P θ′

2 = xh > x1 > x2 > · · · > xm−1 > xm > w.

Ranking P θ′
2 is the same as ranking P θ

2 except that xh has been raised to the top.

9This term was originally coined in Toffl er (1970).
10You can think of him selecting randomly so that any outcome is possible.
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Then x1 /∈ F (θ′) since xh Pareto dominates it. However {x1} = C2(O1(x1, θ), θ′) − a

contradiction since preferences of player 1 have not changed.

Despite of this, F is behaviorally strongly implementable. Consider the following

mechanism (M,h): Player 1 can select any choice set A ∈ X that includes exactly

k− 1 outcomes from the set {x1, x2, . . . , xm}. Player 2 can select any single outcome

x from X. If x ∈ A, then x is implemented, if x /∈ A, then w is implemented. Let θ

be any state. If player 2 selects an outcome x ∈ F (θ), and player 1 selects a choice

set A that includes x together with k − 2 outcomes which player 2 considers worse

than x, we have a behavioral strong equilibrium of (M,h) with outcome x. Neither

player can improve unilaterally from this strategy profile. Furthermore, the only

way that they could jointly improve is that there exists an outcome y which both

prefer to x at θ. This, however, is not possible by the definition of F . Hence, for

any state θ, we have that F (θ) ⊆ h (BSE(M,h, θ)). To the other direction, notice

that a strategy profile (A, x), such that x /∈ A, can never be a behavioral strong

equilibrium. Player 1 would simply change his announcement to a choice set B such

that x ∈ B. Suppose, then, that (A, x) is a behavioral strong equilibrium. Since A

includes exactly k − 1 outcomes, x must be preferred to at least k − 2 outcomes by

player 2 − otherwise he would deviate unilaterally to some outcome in A. On the

other hand, if x would not be Pareto-optimal, say dominated by y, then player 1

could offer player 2 a joint deviation to y. This amounts to selecting from A ∪ {y},

a choice set with k outcomes, so choice overload does not kick in and player 2 would

select y. Therefore h(BSE(M,h, θ)) ⊆ F (θ) by definition of F .

This example shows how the possibility to form coalitions allows the rational

player to exert control over the biased player that is not otherwise possible.
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6 Suffi ciency

While the coalitional consistency of the collection O with ϕ is necessary for behav-

ioral strong implementation, it is not suffi cient. Rather than pursuing an exhaustive

characterization which would be intricate, we first tackle suffi ciency in an economic

environment before addressing the much harder problem of providing a simple suffi -

cient condition in a more general environment.

6.1 Economic environments

Definition 5 The environment is economic if there exists a sequence of outcomes

(x [i])i∈N , with x [i] ∈ X for each i = 1, ..., n and x [i] 6= x [j] for each i 6= j, such

that the following properties are satisfied for all i, j ∈ N with i 6= j, all θ ∈ Θ and

all A ∈ X .

(i) If x [i] ∈ A, then {x [i]} = Ci (A, θ).

(ii) If x [i] ∈ A and x [i] ∈ Cj (A, θ), then A = Cj (A, θ).

A simple way to explain this definition is to consider a pure exchange econ-

omy with ` commodities in which each player has an endowment vector $i =

($i1, ..., $i`) ∈ R`+, the aggregate endowment is Ω =
∑
i∈N

$i, and the set of feasi-

ble allocations is X =
{
x ∈ Rn`+ |

∑
i∈N xi ≤ Ω

}
. To illustrate the requirement for an

economic environment, take x [i] = (Ω, 0−i), where (Ω, 0−i) is a feasible allocation

that assigns Ω to player i and nothing to the other players. Part (i) requires (Ω, 0−i)

to be the only allocation chosen by player i whenever it is available. Part (ii) requires

that if the allocation (Ω, 0−i) that assigns no consumption to player j 6= i is available

from a set A and player j picks it from A, then he cannot reject any allocation from

A. More generally, part (i) requires that for each player, there exists a distinct best

outcome that is always uniquely chosen from every range of outcomes containing it.

Part (ii) requires that if player j deems choosable from A the player i’s best outcome,
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then he must deem all outcomes in A as equally adequate. This choice consistency

property is plausible in all situations in which the best outcome for player i is the

worst outcome for player j.

Combining Definition 5 with coalitional consistency provides a useful and sim-

ple suffi cient condition for behavioral strong implementation when there are three

or more players. The reason is that in an economic environment, we can construct

a mechanism in which the only behavioral strong equilibria are those in which play-

ers make exactly the same announcement, whereas coalitional consistency rules out

undesired equilibria.

Theorem 3 Let n ≥ 3. Assume an economic environment. SCR ϕ is behaviorally

strong implementable i f and only if there exists a collection O of opportunity sets

that is coalitionally consistent with ϕ.

Unlike in the rational domain, a SCR that is behaviorally strongly implementable

in economic environment may not be behaviorally implementable. We can see this by

modifying the choice overload example slightly. Suppose that in this example there is

a third player who is exactly as player 1 in all states, except that now there are 3 new

outcomes x[1], x[2], and x[3], where x[i] is the best outcome of player i and the worst

outcome of the other two players. If we keep everything else as it was, we now have

an economic environment. Obviously the same SCR F is still a reasonable goal to be

implemented. Furthermore, this SCR is not behaviorally implementable for exactly

the same reason as before, while it is still behaviorally strongly implementable for

exactly the same reason as before.

6.2 Non-economic environments

While the theorem above can be applied in a variety of settings, a limitation to its

applicability comes from the fact that interesting applications lie outside the realm
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of our economic environment. Indeed, a basic yet widely applicable problem in eco-

nomics is to allocate indivisible objects to players. This problem is referred to as

the assignment problem. In this setting, there is a set of objects, and the goal is to

allocate them among the players in an optimal manner without allowing transfers of

money. The assignment problem is a fundamental setting that is not an economic

environment. Since the model is applicable to many resource allocation settings in

whcih the objects can be public houses, school seats, course enrollments, kidneys for

transplant, car park spaces, chores, joint assets of a divorcing couple, or time slots in

schedules, we now provide a characterization result that can also be applied to this

fundamental setting.

Definition 6 ϕ is a status quo SCR if there exist Z ⊆ X and a status quo out-

come σ ∈ Z such that ϕ satisfies the following requirement: For all θ ∈ Θ, if σ is

behaviorally effi cient at θ in the set Z, then σ ∈ ϕ(θ).

In other words, ϕ is a status quo rule if a status quo σ exists such that it is a

ϕ-optimal outcome at θ if it is behaviorally effi cient. When the objective is to assign

students to rooms, public housing to families, courses to teachers, and rooms, public

houses and professors are desirable items, the status quo could be the allocation that

assigns nothing to everyone.

Combining a status quo SCR with a strengthening of coalitional consistency pro-

vides an alternative useful characterization of behavioral strong implementation. ϕ

satisfies revealed acceptability if a collection of opportunity sets exists that is coali-

tionally consistent with ϕ, the status quo σ is an element of all individual opportunity

sets, and y ∈ ϕ (θ′) for all θ′ such that each player i reveals y to be equally acceptable

as x at θ by selecting it from a set such that Ai ⊇ Oi(x, θ). Formally,

Definition 7 An SCR ϕ satisfies revealed acceptability provided that there exists a

collection O = {OK(x, θ) ∈ X | θ ∈ Θ, x ∈ ϕ(θ), K ∈ N0, x ∈ OK(x, θ)} of opportu-
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nity sets such that parts (i)-(iii) of coalitional consistency are satisfied and such that

the following properties are satisfied.

(i) For all θ ∈ Θ, all x ∈ ϕ(θ) and all i ∈ N , σ ∈ Oi(x, θ).

(ii) For all θ, θ′ ∈ Θ, all x ∈ ϕ(θ), and all (Ai)i∈N ∈ X n such that Ai ⊇ Oi(x, θ) for

all i ∈ N , if y ∈ Ci(Ai, θ′) for all i ∈ N and y ∈ BE (θ′), then y ∈ ϕ(θ′).

This property is reminiscent of the axiom of suffi cient reason proposed by Korpela

(2013) in the context of strong implementation in the rational domain. Let us say

that (x, i, θ) ∈ X ×N × Θ is a reason to select y at θ if player i prefers y to x at θ.

ϕ satisfies the axiom of suffi cient reason if, whenever x is a ϕ-optimal outcome at θ,

and every reason to select x at θ is also a reason to select y (possibly different from

x) at θ′, then y should be a ϕ-optimal outcome at θ′. We are now ready to state

a partial converse of Theorem 2. In contrast to our previous suffi ciency result, the

following also holds in the case of two players.

Theorem 4 Let n ≥ 2. Assume that ϕ is a status quo SCR where the set Z coincides

with the set Y specified by part (i) of coalitional consistency. If ϕ satisfies revealed

acceptability, then ϕ is behaviorally strongly implementable.

7 Applications

In this section, we briefly discuss the implications of our suffi ciency results. Specifi-

cally, we show that the type I effi cient solution BEI is implementable in an economic

environment as long as it is non-empty at all states. Moreover, we consider an imple-

mentation problem where the agenda setter is trying to influence the policy choice

by introducing decoy alterntives.
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7.1 Behavioral Effi ciency

Our first application of Theorem 3 is to show that the BEI solution is behav-

iorally strongly implementable in an economic environment. This result is obtained

by defining the opportunity sets of the collection O as follows: Oi (x, θ) = {x},

OK (x, θ) = {x} ∪ (∪i∈Nx [i]) and ON (x, θ) = X, for all K ∈ N0 such that |K| ≥ 2,

all θ ∈ Θ, and all x ∈ BEI (θ). Since it is clear that the collection O is coalitionally

consistent with the BEI solution, we then state below (without proving it) that this

solution is behaviorally strongly implementable in an economic environment.

Theorem 5 Let n ≥ 3. Assume an economic environment. Assume that for all

θ ∈ Θ, BEI (θ) is non-empty. Then, the BEI solution is behaviorally strongly imple-

mentable.

7.2 Decoy Alternative in Policy Choice

Two players (parties) must decide what policy to follow. There are four possible

outcomes {r, c, l, l′}, where r is the "right wing policy", c is the "centrist policy", and

{l, l′} are the "left wing policies". l′ is a decoy policy, which is intended to affect the

behavior of only player 2. The mechanism designer does not know this. Both players

prefer either the right wing policy, or the left wing policy, and consider the centrist

policy as a middle alternative. Player 1 has four possible preference relations over

policies:

r P c P l P l′, l P c P r P l′, r P c P l′ P l, l′ P c P r P l.

If the preference relation of player 1 is r P c P l P l′, then he considers right wing

policy to be the best and l′ is the decoy policy. The decoy policy does not affect

his choice behavior: Playe 1 selects the alternative that is the best according to his

preferences from all choice sets.

Player 2, on the other hand, suffers from a decision bias when the decoy policy

is an available policy. He has four possible preference relations, the same as player
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1, but the interpretation is different. If the underlying preference relation of player

2 is r P c P l P l′, for example, then he selects the best alternative according to

this preference relation from any choice set that does not contain {l, l′} as a subset,

and l′ (the left wing policy that is the decoy) from any set that contains {l, l′}. This

is a situation where the agenda setter is trying to affect the decision in favor of the

centrist policy by splitting unanimity whenever it is behind the right wing policy or

the left wing policy.11

There are eight states depending on which left wing policy {l, l′} is the decoy,

say l′, and which of the remaining non-centrist policies {r, l} players rank first. By

θ(r, l, l′) we denote the state where player 1 ranks the right wing policy first, player

2 ranks the left wing policy first, and l′ is the decoy. All possible states are θ(r, l, l′),

θ(l, r, l′), θ(r, r, l′), θ(l, l, l′), θ(r, l′, l), θ(l′, r, l), θ(r, r, l), θ(l′, l′, l). Mechanism designer

wants to implement the right wing policy, or the left wing policy, if both players rank

it first, and the centrist policy c otherwise. That is, F is such that

F (θ(r, r, l′)) = F (θ(r, r, l)) = {r}, F (θ(l, l, l′)) = {l}, F (θ(l′, l′, l)) = {l′},

F (θ(r, l, l′)) = F (θ(l, r, l′)) = F (θ(r, l′, l)) = F (θ(l′, r, l)) = {c}.

We can use Theorem 4 to show that this SCR is behaviorally strongly imple-

mentable. Let Y = {r, c, l, l′} and O1 (x, θ) = O2 (x, θ) = {x, c} for all states θ where

x = F (θ). It is easy to see that F satisfies revealed acceptability with respect to this

collection of opportunity sets if we set σ = c.

8 Conclusions

Many choice models have been developed in the last two decades to rationalize clas-

sic choice “anomalies”, which include status quo biases, attraction and compromise

effects, framing, temptation and self-control, consideration sets, choice overload, and

11Herne (1997) explains how asymmetric dominance can generate a situation like this.
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limited attention (for an introductory survey to these choice anomalies, see Camerer

et al., 2003).12 Far less attention, however, has been paid to the question of how non-

rational choice behaviors alter the implementation exercise of the principal. This

study expands the implementation theory to be applicable to these anomalies when

players can freely form coalitions.

The scope of the presented analysis is not limited to these anomalies; indeed, it

encompasses situations in which each player acts on behalf of a group of rational play-

ers. The literature on social choice theory shows us that most of the decisions made

by a group cannot be explained through the maximization of a context-independent

preference relation and this fact motived Hurwicz (1986) to develop an approach to

implementation theory based on state-contingent choices instead of rational prefer-

ence relations.

9 Appendix

Proof of Lemma 1

Suppose thatm ∈ SE (M,h, θ). We show thatm ∈ BSE (M,h, θ). Since SE (M,h, θ) ⊆

BE (M,h, θ), it follows that part (i) of Definition 1 holds. Next, fix any K, with

|K| ≥ 2, and any m′K ∈ MK . Since m ∈ SE (M,h, θ), there exists i ∈ K such that

h (m)Rθ
ih (m′K ,m−K). Since player i is rational at θ, it follows that for all Ai ∈ X ,

with Oi (mi) ∪ {h (m′K ,m−K)} ⊆ Ai, it cannot be that h (m′K ,m−K) ∈ Ci (Ai, θ)

and h (m) /∈ Ci (Ai, θ). Since the choice of mK ∈ MK is arbitrary, we estab-

lished that for all m′K ∈ MK , there does not exist any profile of sets (Ai)i∈K , with

12Characterization results of boundedly rational choices can be found in Ambrus and Rozen

(2015), Bernheim and Rangel (2009), Cherepanov et al (2013), de Clippel and Eliaz (2012), Kalai

et al. (2002), Lipman and Pesendorfer (2013), Lleras et al (2017), Lombardi (2009), Manzini

and Mariotti (2007, 2012), Masatlioglu and Nakajima (2013), Masatlioglu and Ok (2005, 2014),

Masatlioglu et al (2012), Nishimura et al (2017), Ok et al (2015) Salant and Rubinstein (2008) and

in Rubinstein and Salant (2006).
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Oi (m−i)∪{h (m′K ,m−K)} ⊆ Ai ⊆ OK (m−K), such that for all i ∈ K, h (m′K ,m−K) ∈

Ci (Ai, θ) and h (m) /∈ Ci (Ai, θ). Since the choice of K, with |K| ≥ 2, is arbitrary, it

follows that part (ii) of Definition 1 is satisfied. Thus, m ∈ BSE (M,h, θ).

Suppose that m ∈ BSE (M,h, θ). We show that m ∈ SE (M,h, θ). Assume, to

the contrary, that there existK andm′K ∈MK such that h (m′K ,m−K)P θ
i h (m) for all

i ∈ K, where P θ
i is the asymmetric part of R

θ
i . Since each player i ∈ K is rational at

state θ, we have that for all i ∈ K, {h (m′K ,m−K)} = Ci (Oi (m−i) ∪ {h (m′K ,m−K)}, θ)

and h (m) /∈ Ci (A, θ) for all A ∈ X such that h (mK ,m−K) , h (m) ∈ A. If K = {i},

then h (m) /∈ Ci (Oi (m−K) , θ), which is a contradiction. Suppose that |K| 6= 1.

Then, there exists a sequence (Ai)i∈K , with Ai = Oi (m−i) ∪ {h (m′K ,m−K) ∈ X ,

such that for all i ∈ K, {h (m′K ,m−K)} = Ci ({h (m) , h (m′K ,m−K)} , θ), which is a

contradiction.

Proof of Theorem 3

Let the premises hold. For all i ∈ N , set

Mi = M1
i ×M2

i ×M3
i ×M4

i ,

where: M1
i = Θ is the set of states; M2

i = Y ∪ (∪i∈Nx [i]), where Y is the set

of outcomes specified by part (i) of Definition 4, where (x [i])ni=1 is the sequence of

outcomes specified by Definition 5; M3
i = {0, 1}; and Z+ is the set of nonnegative

integers.

A generic element of Mi is denoted by mi = (m1
i ,m

2
i ,m

3
i ,m

4
i ) = (θi, xi, αi, ki). For

each m ∈M , define h (m) according to the following rules.

Rule 1 If m3
i = 0 for all i ∈ N and

(
θ̄, x
)
is reported by at least n − 1 players and

x ∈ ϕ
(
θ̄
)
, then h (m) = x.

Rule 2 If there exists i ∈ N such that mj =
(
θ̄, x, 0, kj

)
for all j ∈ N\ {i} with

x ∈ ϕ
(
θ̄
)
, and mi = (θi, xi, 1, ki), then h (m) = xi if xi ∈ Oi

(
x, θ̄
)
; otherwise,

h (m) = x ∈ Oi
(
x, θ̄
)
.
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Rule 3 If there exists K ∈ N0, with 2 ≤ |K| < n, such that mj =
(
θ̄, x, 0, kj

)
for all j ∈ N\K with x ∈ ϕ

(
θ̄
)
, and mi = (θi, xi, 1, ki) for all i ∈ K, then

h (m) = xi∗ where i∗ = min {arg maxi∈N ki} if xi∗ ∈ OK
(
x, θ̄
)
∪ (∪i∈Nx [i]);

otherwise, h (m) = x ∈ OK
(
x, θ̄
)
.

Rule 4 Ifmi = (θi, xi, 1, ki) for all i ∈ N , then h (m) = xi∗ where i∗ = min {arg maxi∈N ki}.

Rule 5 In all other cases, h (m) = x [i∗] where i∗ = min {arg maxi∈N ki}.

To show that this mechanism implements ϕ, suppose that θ is true state.

Let us first show that ϕ (θ) ⊆ h (BSE (M,h, θ)). Assume that x ∈ ϕ (θ). For

each i, let mi = (θ, x, 0, ki). By Rule 1, h (m) = x.

The set of options that player i can generate through unilateral deviations is

Oi (x, θ). Part (i) of condition of coalitional consistency of O with ϕ implies that

x ∈ Ci (Oi (x, θ) , θ) for each i.

The set of options that coalition N can generate through deviations is Y ∪

(∪i∈Nx [i]). Moreover, the set of options that K, with 2 ≤ |K| < n, can gener-

ate through deviations is OK (x, θ) ∪ (∪i∈Nx [i]). Part (iii) of condition of coalitional

consistency of O with ϕ, combined with parts (i)-(ii) of Definition 5, implies that

no coalition K, with 2 ≤ |K|, can find a profitable deviation; that is, part (ii) of

Definition 1 is satisfied for any coalition K, with 2 ≤ |K|.

Since no coalition can find a profitable deviation from m, that is, m satisfies

parts (i)-(ii) of Definition 1, we conclude that m ∈ BSE (M,h, θ) and h (m) = x ∈

h (BSE (M,h, θ)).

Next, we prove that h (BSE (M,h, θ)) ⊆ ϕ (θ). Fix any m ∈ BSE (M,h, θ). It

can easily be checked that m can correspond only to Rule 1 because we are in an

economic environment. Thus, suppose that m falls into Rule 1. This implies that

m3
i = 0 for all i ∈ N ,

(
θ̄, x
)
is reported by at least n − 1 players, x ∈ ϕ

(
θ̄
)
and

h (m) = x. Let us first show that m is such that mi =
(
θ̄, x, 0, ki

)
for each i.
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Suppose that (m1
i ,m

2
i ) 6=

(
θ̄, x
)
for at most one agent i. We proceed according to

whether h (m) 6= x [j] for all j ∈ N or not.

Suppose that h (m) = x 6= x [j] for all j ∈ N . Since there are n ≥ 3 players,

pick any player ` ∈ N\ {i}. Player ` can induce Rule 5 by changing m` into m′` =(
θ̄, x [`] , 0, `

)
. To obtain x [`], player ` needs to choose k` so that he is the winner

of the integer game. Thus, we have that x [`] ∈ O` (m−`). Part (i) of Definition 5

implies that {x [`]} = C` (O` (m−`) , θ), which contradicts part (i) of Definition 1.

Suppose that h (m) = x [j] for some j ∈ N . Since there are n ≥ 3 players, pick any

player ` ∈ N\ {i, j}. By using the same arguments used in the preceding paragraph,

we have that {x [`]} = C` (O` (m−`) , θ), which a contradiction.

Thus, m is such that mi =
(
θ̄, x, 0, ki

)
for each i. Observe that h (m) = x. The

set of options that player i can generate through unilateral deviations is Oi
(
x, θ̄
)

=

Oi (m−i). Since m ∈ BSE (M,h, θ), part (i) of Definition 1 implies that h (m) ∈

Ci
(
Oi
(
x, θ̄
)
, θ
)
for each i.

Assume, to the contrary, that x /∈ ϕ (θ). Since x ∈ Ci
(
Oi
(
x, θ̄
)
, θ
)
for each

player i, part (iv) of condition of coalitional consistency of O with ϕ implies that

there exist K, with 2 ≤ |K|, y ∈ OK(x, θ̄) and (Ai)i∈K ∈ X |K|, with Oi
(
x, θ̄
)
∪

{y} = Oi (m−i) ∪ {y} ⊆ Ai ⊆ OK(x, θ̄) for all i ∈ K, such that y ∈ Ci(Ai, θ) and

x /∈ Ci(Ai, θ) for all i ∈ K. Recall that part (i) of condition of coalitional consistency

of O with ϕ implies that OK(x, θ̄) = Y if K = N . Since K can attain outcome y by

choosing mK appropriately—either via Rule 3 if K 6= N , or via Rule 4 if K = N , this

leads to a contradiction to our supposition that m ∈ BSE (M,h, θ); that is, it leads

to a contradiction to part (ii) of Definition 1. Thus, x ∈ ϕ (θ).

Proof of Theorem 4

Let the premises hold. For all i ∈ N , setMi = Θ×Y ×{0, 1}×Z+, where Y is the set

specified by part (i) of Definition 4, and where Z+ is the set of nonnegative integers.

A generic element of Mi is denoted by mi = (θi, xi, αi, ki). For each m ∈ M , define
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h (m) according to the following rules.

Rule 1 If mi =
(
θ̄, x, 0, ki

)
for all i ∈ N and x ∈ ϕ

(
θ̄
)
, then h (m) = x.

Rule 2 If there exists i ∈ N such that mj =
(
θ̄, x, 0, kj

)
for all j ∈ N\ {i} with

x ∈ ϕ
(
θ̄
)
, and mi = (θi, xi, 1, ki), then either h (m) = xi if xi ∈ Oi

(
x, θ̄
)
; or

otherwise, h (m) = x ∈ Oi
(
x, θ̄
)
.

Rule 3 If there exists K ∈ N0, with 2 ≤ |K| < n, such that mj =
(
θ̄, x, 0, kj

)
for all j ∈ N\K with x ∈ ϕ

(
θ̄
)
, and mi = (θi, xi, 1, ki) for all i ∈ K, then

h (m) = xi∗ where i∗ = min {arg maxi∈N ki} if xi∗ ∈ OK
(
x, θ̄
)
; otherwise,

h (m) = x ∈ OK
(
x, θ̄
)
.

Rule 4 Ifmi = (θi, xi, 1, ki) for all i ∈ N , then h (m) = xi∗ where i∗ = min {arg maxi∈N ki}.

Rule 5 In all other cases, h (m) = σ.

Suppose that θ is the true state. We show ϕ (θ) = h (BSE (M,h, θ)). Fix any

x ∈ ϕ (θ). For each i, let mi = (θ, x, 0, ki). By Rule 1, h (m) = x. The set of

options that player i can generate through unilateral deviations is Oi (x, θ). Part (i)

of Definition 4 implies that x ∈ Ci (Oi (x, θ) , θ) for each i. The set of options that

coalition K, with 2 ≤ |K|, can generate through deviations is OK (x, θ). Part (ii) of

Definition 4 implies that no coalition can find a profitable deviation; that is, part (ii)

of Definition 1 is satisfied for any coalition K, with 2 ≤ |K|. Since no coalition can

find a profitable deviation from m, that is, m satisfies parts (i)-(ii) of Definition 1,

we conclude that m ∈ BSE (M,h, θ), and so h (m) ∈ h (BSE (M,h, θ)).

For the remainder of the proof, fix anym ∈ BSE (M,h, θ). We show that h (m) ∈

ϕ (θ).

Step 1: m falls into Rule 1

Since i can induce Rule 2, i can attain the set Oi
(
h (m) , θ̄

)
= Oi

(
m∗−i

)
. Since

m ∈ BSE (M,h, θ), part (i) of Definition 1 implies that h (m) ∈ Ci
(
Oi
(
h (m) , θ̄

)
, θ
)

for each i. Part (ii) of revealed acceptability implies that h (m) ∈ ϕ (θ).
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Step 2: m falls into Rule 2

Plainly, i can attain the set Oi
(
x, θ̄
)

= Oi (m−i) ∈ X , where x, h (m) ∈ Oi
(
x, θ̄
)
.

Fix any j 6= i. Player j can induce Rule 3 and attain any outcome in O{i,j}
(
x, θ̄
)
⊆

Oj (m−j). Observe that h (m) , x ∈ Oj (m−j) ∈ X . Since by part (i) of Definition

4 it holds that Oj
(
x, θ̄
)
⊆ O{i,j}

(
x, θ̄
)
, it follows that Oj

(
x, θ̄
)
⊆ Oj (m−j). Since

the choice of player j is arbitrary, we have that x, h (m) ∈ Oj (m−j) ⊇ Oj
(
x, θ̄
)

for each j 6= i. Since m ∈ BSE (M,h, θ), part (i) of Definition 1 implies that

h (m) ∈ Ci (Oi (m−i) , θ) and h (m) ∈ Cj (Oj (m−j) , θ) for all j 6= i. Part (ii) of

revealed acceptability implies that h (m) ∈ ϕ (θ).

Step 3: m falls into Rule 3

Plainly, i ∈ K can attain the set OK
(
x, θ̄
)
⊆ Oi (m−i) ∈ X . Note that x, h (m) ∈

Oi (m−i). Fix any j ∈ N\K. Player j can induce either Rule 3 or Rule 4, and attain

any outcome in OK∪{j}
(
x, θ̄
)
⊆ Oj (m−j) ∈ X . Observe that x, h (m) ∈ Oj (m−j).

Also, since Oj
(
x, θ̄
)
⊆ OK∪{j}

(
x, θ̄
)
by part (i) of coalitional consistency, it follows

that Oj
(
x, θ̄
)
⊆ Oj (m−j). Since the choice of player j is arbitrary, we have that

x, h (m) ∈ Oj (m−j) ⊇ Oj
(
x, θ̄
)
for each j ∈ N\K. Since m ∈ BSE (M,h, θ),

part (i) of Definition 1 implies that h (m) ∈ Ci (Oi (m−i) , θ) for all i ∈ K and

h (m) ∈ Cj (Oj (m−j) , θ) for all j ∈ N\K. Part (ii) of revealed acceptability implies

that h (m) ∈ ϕ (θ).

Step 4: m falls into Rule 4

Fix any j ∈ N . Fix any y ∈ Y . Player j can induce Rule 4 by changing mj into

mj = (θj, y, 1, kj). To obtain y, player j has to choose kj such that he wins the

integer game. Since the choice of y is arbitrary, we obtain that Y ⊆ Oj (m−j) ∈ X .

Observe that h (m) ∈ Oj (m−j). Moreover, take any θ̄ ∈ Θ such that x ∈ ϕ
(
θ̄
)
. Part

(i) of coalitional consistency implies that Y = ON
(
x, θ̄
)
and that Oj

(
x, θ̄
)
⊆ Y .

Since the choice of player j is arbitrary, we have that x, h (m) ∈ Oj (m−j) ⊇ Oj
(
x, θ̄
)

for each j ∈ N . Since m ∈ BSE (M,h, θ), part (i) of Definition 1 implies that
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h (m) ∈ Cj (Oj (m−j) , θ) for all j ∈ N . Part (ii) of revealed acceptability implies

that h (m) ∈ ϕ (θ).

Step 5: m falls into Rule 5

Thus h (m) = σ. Since m ∈ BSE (M,h, θ), there cannot exist any profile of sets

(Ai)i∈N , and an outcome y, such that Oi (m−i) ⊆ Ai ⊆ ON(∅) = Y , σ /∈ Ci (Ai, θ),

and y ∈ Ci (Ai, θ) for all i ∈ N . Therefore, σ is behaviorally effi cient with respect to

the sets (Oi (m−i))i∈N at θ. We conclude that σ ∈ ϕ (θ).
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